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Evolutionary algorithms (EA), a class of stochastic search methods based on the principles of natural
evolution, have received widespread acclaim for their exceptional performance in various real-world
optimization problems. While researchers worldwide have proposed a wide variety of EAs, certain
optimization limitations remain, such as slow convergence speed and poor generalization capabilities. Conse-
reinforcement learning-assisted strat- quently, numerous scholars actively explore improvements to algorithmic structures, operators, search
egy patterns, etc., to enhance their optimization performance. Reinforcement learning (RL) integrated
generating solution as a component in the EA framework has demonstrated superior performance in recent years. This
learnable objective function paper presents a comprehensive survey on integrating reinforcement learning into the evolutionary
algorithm/operator/sub-population se- algorithm, referred to as reinforcement learning-assisted evolutionary algorithm (RL-EA). We begin
lection with the conceptual outlines of reinforcement learning and the evolutionary algorithm. We then
parameter adaptation provide a taxonomy of RL-EA. Subsequently, we discuss the RL-EA integration method, the RL-
assisted strategy adopted by RL-EA, and its applications according to the existing literature. The RL-
assisted procedure is divided according to the implemented functions including solution generation,
learnable objective function, algorithm/operator/sub-population selection, parameter adaptation, and
other strategies. Additionally, different attribute settings of RL in RL-EA are discussed. In the
applications of RL-EA section, we also demonstrate the excellent performance of RL-EA on several
benchmarks and a range of public datasets to facilitate a quick comparative study. Finally, we analyze
potential directions for future research. This survey serves as a rich resource for researchers interested
in RL-EA as it overviews the current state-of-the-art and highlights the associated challenges. By
leveraging this survey, readers can swiftly gain insights into RL-EA to develop efficient algorithms,
thereby fostering further advancements in this emerging field.

addressed by researchers through the development of numer-
ous classical algorithms, as well as their enhanced variants.
Broadly speaking, solution algorithms can be classified into
two categories: exact solution algorithms [2] and approxi-
mate solution algorithms [3]. Exact solution algorithms can
theoretically guarantee the optimal solution at the cost of an
exponential explosion in the solution time as the problem
size increases. In contrast, approximate solution algorithms

1. Introduction

The concept of "optimization" has become widely recog-
nized in various fields in recent years. Presently, a multitude
of real-world problems spanning scientific research, eco-
nomics, and engineering are essentially modelled as intricate
optimization problems and tackled through algorithmic ap-
proaches [1]. The present optimization problems have been
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are not constrained by problem size and are well-suited for
addressing numerous practical large-scale problems, par-
ticularly those characterized by multi-modality, dynamics,
discontinuities, and nonlinearity. Among these algorithms,
evolutionary algorithms (EAs) have gained significant pop-
ularity and are widely used in various problem scenarios due
to their ability to simulate the natural evolution process and
perform population-based random searches.
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While EA has achieved remarkable success in various
problem domains, it suffers from a significant drawback of
low sampling efficiency during iterative search [4]. This
limitation becomes more stringent as the size of the solution
space increases. In addition, due to factors such as increased
problem complexity, advancements in theoretical methods
and computational resources, and the pursuit of efficiency,
enhanced versions of EA have emerged with strong ro-
bustness, exploratory capabilities, and rapid convergence.
Among the attempts at algorithmic improvement, a series
of machine learning (ML) methods have recently gained
popularity due to their exceptional performance in extracting
explicit knowledge by fully leveraging the available data
[5]. The data generated through EA iterations can be con-
sumed by ML techniques to obtain useful knowledge to en-
hance the algorithm’s performance [6]. Unlike conventional
ML methods (including supervised, semi-supervised, and
unsupervised learning), which have demonstrated desired
outcomes in numerous optimization tasks, reinforcement
learning (RL) methods consider that agents take actions
by interacting with the environment, thus eliciting a strong
reasoning ability [7].

Nowadays, RL has demonstrated remarkable perfor-
mance in decision-making problems across various complex
and stochastic environments, particularly when combined
with deep neural networks [8]. This integration significantly
enhances the method’s inference and learning capabili-
ties for uncertain sequential decision-making problems [9].
Therefore, numerous studies have integrated RL into the
EA framework to establish reinforcement learning-assisted
evolutionary algorithms (RL-EAs), which have been proven
successful in addressing a wide range of complex optimiza-
tion problems.
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Figure 1: Overview of the number of RL-EA related studies by
year

The statistics presented in Fig.1 demonstrate increasing
interest and research efforts dedicated to RL-EA for opti-
mization problems from 2012 up to August 4, 2023. It is ev-
ident that the field has witnessed a growing momentum over
time, with particular emphasis on the last three years. This
surge can be attributed to researchers’ enhanced comprehen-
sion of these algorithms. In general, RL can be effectively
integrated into the EA framework for several reasons. Firstly,
it enables the conversion of any optimization problem into a

sequential decision problem that can be modeled and solved
by RL. Secondly, RL exhibits strong learning capability and
low time complexity during the testing stage. Additionally,
there exists valuable algorithm design experience pertaining
to specific problems which can greatly facilitate further
research endeavors.

In this survey, we focus on various aspects of RL-EA
design and implementation, including algorithmic frame-
works, implementation strategies, and major applications.
To the best of our knowledge, there is currently no com-
prehensive survey available on the subject of RL-EA.
The most relevant previous review to this paper is [6],
which primarily focuses on in-depth analysis and discus-
sion regarding the integration of machine learning methods
with meta-heuristic algorithms. Although it involved some
strategies for combining RL and EA, it only provided a
brief introduction without offering targeted suggestions for
algorithm design. Another related survey focuses on the
interaction between RL and EA [10]. There also exist some
surveys that focus on evolutionary reinforcement learning
[11], the application of reinforcement learning methods to
optimization problems [12, 13, 14]. Different from these
surveys, this survey discusses successful applications of
RL integration within the EA framework specifically. This
survey enables readers to quickly grasp the relevant design
methodologies of RL-EA and perform further and compre-
hensive research on specific issues. The key contributions of
this survey cover the following four aspects. 1) We system-
atically analyze the integration of RL and EA frameworks in
RL-EA, providing targeted guidance for algorithmic design.
2) Detailed discussions are conducted on how RL can assist
EA search through learning objective functions, solution
generation, and operator and algorithm selection, etc. 3) The
primary application domains of RL-EA in optimization are
categorized. Furthermore, a list of public datasets attached
with the previous work on RL-EA is sorted out. 4) A range
of future directions for addressing challenges are discussed
in depth.

The remainder of this paper is structured as follows:
Section 2 provides an overview of the background of evolu-
tionary algorithms assisted by reinforcement learning. Sec-
tion 3 elaborates on the classification of RL-EA. Section 4
indicates the integration methods employed for combining
RL with EA. Section 5 describes the RL-assisted strategies
applied to RL-EA. Section 6 gives an overview of other
attribute settings of RL in RL-EA. Section 7 explores various
applications of RL-EA. Section 8 discusses potential future
research directions. Section 9 summarizes the study.

2. Backgrounds

In this section, we provide a brief overview of evolution-
ary algorithms and reinforcement learning.

2.1. Evolutionary Algorithms

The evolutionary algorithms (EA) belong to a category
of stochastic search algorithms that are designed based on
the principles governing evolution in nature. Though EAs
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may not guarantee optimality when solving complex prob-
lems, they can effectively discover an approximate opti-
mal solution through population-based exploration, which is
deemed acceptable for numerous application scenarios. For
an optimization problem, EA persistently explores and re-
fines solutions through a series of specific mechanisms such
as selection, evolution, and evaluation in the form of itera-
tive population updates. Here, we present a brief flowchart
of an evolutionary algorithm (refer to Fig.2). Initially, the
algorithm is initialized to generate a population. Subse-
quently, a subset of individuals from this population are
randomly selected and then they produce offspring through
specific methods such as crossover or mutation. Afterward,
the optimal individuals among these parents and offspring
are chosen to form a new population. Based on the afore-
mentioned description, the process of population evolution
continues until the termination condition is met. Ultimately,
the most high-performing individuals are selected as the
final solution.

Start

I

Initialize population
and evaluate fitness

]
v

Select individual and

generate offsprings

}

Evaluate fitness
value

!

Update population

If the termination
condition met?

End

Figure 2: Flowchart of a generic evolutionary algorithm

Through continuous development, researchers have de-
veloped various algorithms inspired by different types of
natural behavior and enhanced versions of classical algo-
rithms, such as the genetic algorithm (GA) [15], differential

evolution (DE) algorithm [16], and particle swarm opti-
mization (PSO) algorithm [17]. However, as stated in the
No Free Lunch (NFL) theorem, it is exceedingly difficult
to find an algorithm that performs well at a low time cost
and is adaptable to various complex problem scenarios [18].
Therefore, it is crucial to customize the algorithmic config-
uration specifically for a given problem. Over the past few
decades, a multitude of strategies have emerged with the aim
to enhance evolutionary algorithms, among which GA has
been extensively employed in RL-EA.

Here, we provide a concise introduction to the GA,
which is a classical EA after Darwinian theory. In this
approach, each potential solution corresponds to a chromo-
some and the search process involves initialization, fitness
evaluation, selection, crossover, and mutation. Within this
work, crossover and mutation are the two primary evolu-
tionary operations in traditional GA. With the continuous
advancement of algorithms, additional operations such as
reproduction and recombination have also emerged. The
key distinction between crossover and mutation lies in their
respective impacts on chromosome structure and likelihood
of occurrence. The rational utilization of these operators
directly influences the quality of the solution. Therefore,
many works have focused on the design of evolutionary
operators and the control of search strategies. Among these,
the memetic algorithm (MA) [19] stands out as a classical
variant that introduces local search based on population
search to enhance its exploitation capabilities. In addition,
the non-dominated sorting genetic algorithm II (NSGA-
IT) [20], which incorporates a fast non-dominated sorting
mechanism, and the reference-point-based many-objective
evolutionary algorithm following the NSGA-II framework
(NSGA-III) [21] are two prominent algorithms for solving
multi-objective problems (MOPs), respectively.

2.2. Reinforcement Learning

Environment

Reward| [Action State
Rt Ar St
SPolicy
=~ )

| ~

Figure 3: Information interaction between agent and environ-
ment in RL

Reinforcement learning methods are a powerful category
of ML methods for proficient policy decision-making in di-
verse and uncertain environments, commonly referred to as
approximate dynamic programming [22]. The distinguish-
ing characteristic of RL is learning from interactions with
the environment, setting it apart from both supervised and
unsupervised learning approaches. In RL, the agent aims to
maximize cumulative rewards by actively engaging with the
environment and making optimal decisions. The complete
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framework of a RL system typically encompasses not only
the agent, but also the state space .S, action space A, state
transfer function P, reward function R, and discount factor
y. In other words, a quintuple (S, A, P, R,y) constitutes a
Markov Decision Process (MDP), serving as the foundation
for agent decision-making. The agent selects an action based
on the current state, as depicted in Fig.3. Subsequently, the
action’s performance is assessed through interaction with
the environment to obtain a reward. Then, considering both
the state change and policy table, the agent determines the
next action for decision-making. In this manner, policy 7
is constructed by combining state and action. Furthermore,
the agent continuously updates the policy to maximize the
desired rewards, as given by:

()
0"(s,a) =E, | Y V' R(sp.a)lsg =s,ag=a| (1)
t=0

The RL methods can be classified into model-based RL
and model-free RL, depending on whether they utilize a
model or not [23]. Model-based RL constructs a complete
environment model by predicting state transfer and reward
function. This type of RL offers the advantage of accurate
decision-making. However, it often encounters numerous
challenges in obtaining the actual MDP for many problems.
Unlike model-based RL, model-free RL does not involve
learning the environment model. Due to the relatively lower
learning complexity and the policy representation capabili-
ties of artificial neural networks (ANNs), model-free RL has
emerged as the dominant focus of research and application
in recent years. Therefore, we focus on the introduction of
model-free RL in our survey.

In model-free RL, there exist two categories of methods:
policy-based methods and value-based methods. Policy-
based methods optimize policies by parameterizing them
based on the Policy Gradients Theorem [23]. Some com-
mon policy-based RLs include Policy Gradient (PG) [24],
Asynchronous Advantage Actor-Critic (A3C) [25] Proximal
Policy Optimization (PPO) [26], and Deep Deterministic
Policy Gradient (DDPG) [27]. The value-based methods
focus on utilizing the Q-function to predict the state-action
combination and select the action that yields the highest Q-
value. Two value-based state-of-the-art (SOTA) methods are
Q-learning [28] and Deep Q Network (DQN) [29] methods.
Q-learning utilizes a Q-table to store the Q-values of (.S, A)
pair, which is straightforward, efficient, and particularly
suitable for scenarios with limited state space. It stands as
one of the most commonly employed RL methods in RL-
EA. In addition, the more intricate Deep Q-Network (DQN)
[30] employs ANNSs instead of Q-tables and incorporates
the relay buffer mechanism in subsequent studies. The
parameters are updated during DQN training using a training
method that minimizes the Temporal Difference (TD) [31]
loss. Furthermore, to enhance the robustness and sampling
efficiency of DQN, several RL methods have been proposed,
including dueling DQN [32] and double DQN (DDQN) [33].

3. The Taxonomy of RL-EA

This section presents a taxonomy of RL-EA for solving
optimization problems, which serves as the foundation for
subsequent in-depth discussions in this survey. As illus-
trated in Fig.4, there are three main aspects of RL-EA
that are highlighted in this survey: the way RL integrates
with EA, the assistance strategies of RL, other attribute
settings of RL in RL-EA, and the application of RL-EA.
In Section 4, we discuss the integration approach of RL
and EA. Subsequently, we provide a detailed presentation
of the enhancement strategies employed in related studies to
improve EA performance using RL in Section 5. Section 6
introduces other attribute settings of RL in RL-EA. Finally,
an overview of RL-EA for specific optimization tasks in the
main application domains is presented in Section 7.

4. Integration Methods for RL and EA

Determining the form of information interaction be-
tween RL and EA is a prerequisite for RL to assist EA in
population or individual searches. The integration of RL and
EA typically involves both direct integration and indirect
integration, in which algorithm design and information inter-
action are different. In the following section, we will provide
detailed explanations of these two integration methods.

4.1. Direct Integration

The direct integration of RL and EA provides a simple
approach to combining these two methods. As illustrated in
Fig.5, the action made by RL is directly applied to the search
process within the algorithm, while feedback from search
performance information is used by the agent to update
the model. Although the functionality is relatively simple,
the integration approach is easy to understand. Specifically,
common strategies for RL using direct combination ap-
proaches include direct solution generation and automated
tuning of control parameters [34, 35].

The advantages of direct integration lie in the simplicity
of algorithmic structure and the ease of implementation,
allowing for state, action, and reward to be easily determined
based on the design goals of the algorithm. Similarly, the EA
does not require additional adjustments to use the policies
generated by the RL decisions. However, direct integration is
difficult to replace the original search strategy in EA, and can
only play a certain role in auxiliary regulation of algorithmic
search. Therefore, other improvement strategies are designed
in many RL-EAs that use direct integration.

4.2. Indirect Integration

The indirect integration approach is a commonly em-
ployed method that combines RL and EA. In this approach,
RL does not directly influence the population search process
but instead operates on the components within the ensem-
ble strategies (ES) [36]. As depicted in Fig.6, RL makes
decisions on the strategies in ES, which are then utilized
during the EA search. After the search, RL updates these
strategies based on their performance. RL-EA uses indirect
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Figure 4: The taxonomy of RL-EA in the survey
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Figure 5: Direct integration of RL and EA
Figure 6: Indirect integration of RL and EA

integration and the algorithmic performance is influenced by
the design of RL and ES. Notably, ES represents a widely
adopted approach for enhancing EA performance, which
can be smarter as driven by RL. The flexibility inherent in
ES allows for the incorporation of multiple algorithms or
operators as well as other operations.

The advantage of employing this integration approach
lies in its ability to enhance the algorithm’s robustness sig-
nificantly. This is attributed to the simultaneous utilization
of diverse strategies within one framework, enabling it to
effectively handle various complex scenarios. Inevitably,
it should be noted that complexly structured algorithms
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often entail substantial computational resource consump-
tion. Moreover, it may also encounter challenges such as
mismatched search strategies and problem features, resulting
in inefficient searches. To minimize the occurrence of the
above situations, algorithms should possess the flexibility to
adaptively determine the adopted strategies based on both
previous and current search information.

5. RL Assistance Strategies Used in RL-EA

This section provides an introduction to improvement
strategies for RL-assisted algorithmic search in RL-EA.
Previous related work has attempted to enhance the search
performance of EA by utilizing RL techniques, including
generating solutions, learning objective functions, selecting
algorithms/populations/operators, adapting parameters, and
other aspects. By implementing specific strategies, RL can
improve the search performance of these algorithms.

5.1. Generating Solution

The primary objective of this solution generation method
is to generate a complete (or partial) solution available for
use in an EA search. This is similar to certain enhanced
forms of EA that employ domain knowledge for generating
solutions in a heuristic manner. Unlike heuristics, RL can
swiftly adapt to diverse problem scenarios by interacting
with the environment. The interaction enables RL to update
and undertake actions that are more adaptable to the new
environment. There are two ways of employing RL for
generating solutions to aid EA: one is directly generating
solutions for the target problem, while the other involves
obtaining solutions that serve as subproblems of the target
problem.

The utilization of RL in directly generating the solution
to the objective problem can enhance the search efficiency of
the algorithm, which has garnered a great deal of attention
in academia. Zhang et al. proposed a Q-learning method for
controlling solution generation in the particle swarm algo-
rithm [37]. The algorithm incorporated a reward function
based on fitness improvement and employed a learning rate
adaptive adjustment mechanism, enabling dynamic tuning
of hyper-parameters according to the number of iterations.
Based on the solution, [38] explored the neighborhood struc-
ture of solutions using tabu search.

Sometimes, certain sub-problems within an optimization
problem may require a significant amount of computational
resources to obtain results, while the utilization of RL in gen-
erating solutions for such sub-problems can greatly reduce
the overall solution time of the problem at hand. Based on
this, Liu et al. proposed a hybrid algorithm that combined
multi-objective evolutionary algorithms (MOEA) and RL to
solve the traveling salesman problem (TSP) [39]. The RL
approach employed a pointer network model to decode each
individual within the population and generate the route of the
salesman. This solution generation method can significantly
reduce the iterative search time of the algorithm.

The benefit of implementing this strategy lies in the
ease with which algorithms demonstrating exceptional per-
formance in previous studies can be utilized. The aforemen-
tioned algorithms are ingeniously designed to tackle a wide
range of optimization problems, including multi-objective
optimization [40], railroad line planning [41], resource man-
agement [42], and production scheduling [43, 44]. When de-
signing a new RL-EA, we can easily specify the proportion
of RL-generated solutions that account for individuals or
populations.

5.2. Learnable Objective Function

Though the optimization objective function serves as the
foundation for evaluating the performance of the EA, the
traditional objective function remains unaltered throughout
the EA search process. It only provides solely evaluation
results without aiding in determining which direction to
pursue. Particularly, a directionless search not only hinders
finding an optimal solution for intricate optimization prob-
lems but also poses the risk of persistently searching in
the wrong direction. Hence, a proficient objective function
should possess dynamic adjustability to effectively guide the
algorithm during its search process. The essence of a learn-
able objective function lies in incorporating the explored
(or excavated) information and problem characteristics into
the objective function, enabling the algorithm to search in
an optimal direction. Inverse reinforcement learning (IRL),
a specific type of RL, is commonly employed to acquire
the reward function [45]. Unlike traditional RL, IRL does
not necessitate a predefined reward function; instead, it is
learned or estimated from a given environment. The reward
function obtained by IRL exploration can be integrated with
EA to guide the population search process.

IRL can enhance the search efficiency of EA by selecting
from a diverse range of functions. For instance, in literature
[46], IRL has been incorporated into the moth-flame opti-
mization (MFO) framework, which employs distinct MDP
models and search strategies across sub-populations. The
proposed algorithm utilizes four reward functions. With this
search model, MFO can effectively tackle large-scale real-
parameter optimization problems.

The integration of IRL in EA offers distinct advantages
for addressing problems that are challenging to formulate
using optimization models. In literature [47], the function
obtained through IRL learning evaluated the performance
and iteratively updated it by using real parameters. The
proposed algorithm is improved based on the particle swarm
optimization framework, which identifies the optimal cost
function through the evaluation iteration mechanism.

5.3. Algorithm Selection

The process of algorithm selection is commonly em-
ployed in hyper-heuristics that consist of low-level heuristics
(LLHs). The main task is to select from a range of LLHs
that are beneficial for exploration and exploitation. These
LLHs can be either simple heuristic rules or EA. As different
algorithms cater to different types of optimization problems,
it is easy to develop effective methods for multiple problems
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through their integration. However, the integration of these
LLHs needs a necessary filter for the strategy. Adaptive se-
lection of LLHs based on problem characteristics is the core
of hyper-heuristic design. The utilization of RL for algorithm
selection has gained popularity within this research domain.

Q-learning has been widely used in selecting LLHs, as
evidenced by numerous studies [48, 49, 50, 51, 52, 53].
Choong et al. identified suitable LLHs for direct use in the
current search phase [48], while Zhao et al. integrated six
LLHs as options for RL action selection using a similar
approach [49]. Such RL-assisted search ideas have also
been employed in other works [50, 51, 52]. Furthermore,
it was discovered that repairing solutions and conducting
local searches after global searches can accelerate iterative
algorithmic searches [53]. Additionally, Q-learning can be
used to select optimizers [54].

There have also been several endeavors to employ RL
methods [55, 56, 57]. In literature [55], A3C was utilized
for adaptive selection from the LLHs, which encompassed
the artificial bee colony (ABC) algorithm, ant colony opti-
mization (ACO) algorithm, cuckoo search (CS) [58], GA,
PSO, and simulated annealing (SA) [59]. Moreover, [56] and
[57] employed DDQN and dueling double deep Q network
respectively. In Ref. [57], a feature fusion mechanism was
used for feature design enabling RL to facilitate more precise
decision-making.

The advantage of this integration strategy is that it is
possible to constantly involve high-quality algorithms in
the RL-EA framework. A new algorithm can be imple-
mented with minimal or no modification of the existing
ones. Additionally, the RL integrated into the algorithmic
framework can adapt to more complex information interac-
tion processes after incorporating new algorithms due to its
powerful problem feature exploitation capability. Certainly,
adding new LLHs into the framework may increase overall
search time due to the high complexity. Therefore, it is
essential to consider both search efficiency and effectiveness
when making decisions on which LLHs to include in the
algorithmic framework.

5.4. Operator Selection

Operator selection is also a common algorithmic im-
provement strategy that RL integrates into the EA frame-
work. Usually, evolutionary operators are meticulously de-
signed based on problem characteristics, which limits their
applicability to specific scenarios. To enhance algorithm
generalization, many studies employ multiple evolutionary
operators for the proposed algorithms. Consequently, de-
signing an adaptive operator selection mechanism becomes
crucial. The ultimate goal of algorithm design is to achieve
a concise adaptive mechanism that effectively reflects the
performance of the operators. Motivated by these observa-
tions, various works have employed RL to adaptively select
operators. Specifically, RL primarily performs operator se-
lection for three types of evolutionary operations: crossover,
mutation, and local search in EA. In the following, this paper

will introduce each type of evolutionary operation according
to the type of RL adaptive selection.

5.4.1. Adaptive Crossover

The crossover operation is the main operation of evo-
lutionary search in various state-of-the-art algorithms, such
as GA, NSGA-II, and multiobjective evolutionary algo-
rithm based on decomposition (MOEA/D) [66]. Among
them, some previous studies have attempted to address real-
world problems using RL-EA [65, 64, 67]. For example,
Song et al. proposed an improved GA based on RL [65].
Fig.7 illustrates the information flow between the RL and
GA framework. In this proposed algorithm, Q-learning was
employed to dynamically select crossover operators. There
were seven crossover operators, including short segment
crossover operator, medium segment crossover operator,
long segment crossover operator, segment flip, foremost po-
sition crossover, and two heuristic crossover operators. The
selection of operators based on the e-greedy mechanism was
conducted prior to the commencement of each generation
in population search. Subsequently, simulation experiments
were employed to evaluate the performance of the proposed
algorithm in solving large-scale complex scenarios.

In addition to single-objective optimization EAs, Q-
learning has also been applied in multi-objective optimiza-
tion EAs. Zhang et al. proposed an RL-based NSGA-II (RL-
NSGA-II) [64], which incorporated five types of operators:
two-point crossover, single-point crossover, order crossover,
position-based crossover, and cycle crossover. The algo-
rithm presented in this study, similar to [65], also defined
the agent’s state based on individual improvement. In both
studies, the integration of Q-learning into the EA frame-
work is relatively straightforward. However, for MOEA/D,
a greater degree of algorithmic improvement is required for
operator selection using RL. In Ref. [67], a DQN-based op-
erator adaptive selection strategy was used in the MOEA/D
framework. Four crossover operators were employed as can-
didate evolutionary operations for individuals within each
mating pool. Upon individual selection, a random operator
was determined using the roulette method. Subsequently, a
credit assignment approach was utilized to evaluate fitness
improvement and determine the reward.

5.4.2. Adaptive Mutation

The mutation is also a crucial evolutionary operation
for multiple EA searches to acquire high-quality solutions.
Unlike crossover, the probability of mutation occurrence and
the magnitude of change to an individual are relatively low.
Although there is no guarantee that the solution will neces-
sarily improve in the optimization direction, this operator is
indispensable for efficient global search in EA. In particular,
mutation plays a crucial role in DE algorithms. RL can
flexibly utilize these diverse operators based on problem
characteristics, so ensemble mutation strategies are widely
favored in related research. In [61, 62, 63], two to three
mutation operators are selected as actions for the DE search
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Table 1
RL-assisted operator selection strategy in existing literature

Year Authors Type of RL Operator Set
2014 Buzdalova et al. [60] Q learning Inversion mutation; tail inversion mutation; obstructive mutation
2019 Li et al. [61] Q learning DE/rand/1/bin; DE/best/1/bin; DE/rand to best/bin
2022 Fister et al. [62] Q-learning DE/current-to-pbest/1/bin; DE/current-to-pbest-w/1/bin
. DE/rand/1/bin; DE/best/1/bin; DE/rand/2/bin; DE/best/2/bin;
2023 Li‘et al. [63] DDQN DE/current to best/1/bin
2023 Zhang et al. [64] Q-learning Swap; forward insert; backward insert
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Figure 7: Information flow between RL and GA framework [65]

by RL. This approach maintains the low computational
complexity and excellent global search performance of DE.
The study conducted by Buzdalova et al. in [60] focused
on the selection of mutation operators for a generalized EA
framework using Q-learning. They also provided a compre-
hensive validation of the effectiveness of integrating soft-
max, e-greedy strategies in RL. Furthermore, apart from
the commonly used operators in SOTA algorithms, heuristic
operators closely related to the problem to be solved can be
considered as options for agent action selection [64]. To fa-
cilitate clarification, Table 1 presents a summary of relevant
research on RL adaptive mutation operator selection.

5.4.3. Adaptive Local Search

The exploitation ability of the algorithm can be enhanced
by incorporating additional local search (L.S) into population
search for exploring the local solution space in complex op-
timization problems [68]. Previous studies have extensively
utilized ABC to improve algorithmic performance by using
RL to select LS operators [69, 70, 71, 72]. The assembly
scheduling problem was addressed by Wang et al., who pro-
posed a three-stage ABC with Q-learning (QABC) approach
[69]. In the QABC, Q-learning consisted of twelve distinct
states based on search performance and six different actions
defined by a combination of four neighborhood structures.
In addition to the general knowledge of optimization prob-
lems, problem-specific knowledge can also be utilized in the
design of local search operators [70]. Of course, using both
types of knowledge in the design of local search operators
has been proven to be more effective for specific problems
[71]. In Ref. [71], a Q-table that integrates operator number,
Q-score, operator usage count, and operator success count

was defined. Accordingly, this work proposes a simplified
method for updating Q-values. In addition, the algorithmic
framework for action selection by RL can also incorporate
destroy and repair operators, similar to those used in adaptive
large neighborhood search (ALNS) [72].

RL can also be integrated into EA based on the GA
framework. Zheng et al. attempted to solve the traveling
salesman problem (TSP) [73] using an RL-assisted GA.
This proposed algorithm employed Q-learning to update the
salesman’s city visit order. In addition to being integrated
into single-objective GA, RL can also be applied in the
multi-objective GA framework. In Ref. [74], Q-learning was
integrated into NSGA-II to perform an adaptive selection
of five neighborhood path optimization operators. Unlike
[74], [75] used general variable neighborhood search to fur-
ther enhance the individual’s neighborhood structure after
utilizing Q-learning for selecting the neighborhood search
operators.

Furthermore, several studies have incorporated RL into
other EAs [76, 77, 78]. Du et al. employed a hybrid approach
in their research, where half of the population utilized a
distribution estimation algorithm (EDA) for global search,
while the other half used DQN for local search [76]. State
features of the agent were defined based on metrics related to
problem size, optimization objective, and scheduling com-
positions. Yan et al. incorporated Q-learning into the tuna
swarm optimization algorithm (TSOA) to enhance search
operator selection through four local search strategies: spiral
foraging, parabolic foraging, optimal adjustment, and en-
hanced symbiotic organism search (ESOS) [77]. In addi-
tion to single-population EA, bi-population algorithms can
also utilize RL to control local search. For example, Zhao
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et al. proposed a bi-population cooperative EA (BPCEA)
[78], which was inspired by bird migration for population
search and adopted distinct search strategies in two sub-
populations. Correspondingly, double Q-learning selected
local structure to update operators for the sub-populations
respectively.

The evaluation of the efficacy of ensemble RL-based LS
strategies in different EAs can offer valuable algorithmic
design insights for other researchers. Gao et al. compared the
optimization performance of hybrid algorithms (HAs) that
combined five different algorithms, GA, ABC, Jaya, PSO,
and harmony search (HS), with three distinct Q-learning-
based LS strategies, respectively [79]. Six LS operators were
used to update an individual’s neighborhood structure based
on agent decision-making. Extensive numerical experiments
demonstrated that the combination of PSO and Q-learning
yielded optimal optimization performance.

In addition, the algorithm can adopt perturbation opera-
tors as a strategic measure to avoid local optima, which can
be selected from the candidate operators using RL. Zhao
et al. conducted an analysis of the problem and designed
two classes of perturbation operators with a total of five
heuristics [80]. Subsequently, a kind of Q-learning was em-
ployed to select the appropriate perturbation operator. The
state of the agent in Q-learning was defined by whether or not
there were changes in population performance. Following
the perturbation operation, the reward was updated using
+1/0/-1 based on fitness changes. The proposed algorithm
updated the known optimal solution in 71% of benchmark
instances.

Without exception, all RL-EAs that use RL for operator
selection employ value-based RL. Specifically, Q-learning
is utilized in the vast majority of studies, with a few studies
implementing double Q-learning, DQN, and DDQN. This
phenomenon can be ascribed to the constraint that operators
can only be selected from a limited set of discrete candidate
options. The utilization of policy-based RL not only necessi-
tates the inclusion of an additional decision-making process
but also poses challenges in ensuring the efficacy of agent
learning. Therefore, employing policy-based RL is not a
reasonable approach. Hence, prioritizing the adoption of the
value-based RL method for operator selection in conjunction
with RL-assisted EA is recommended.

5.5. Sub-population Selection

Traditional EA relies on a single population for exploring
the solution space. Such a composition of the population
structure may result in a tendency for the structure of individ-
uals within the population to become increasingly similar as
the search process continues. In order to enhance the diver-
sity of individuals within the population, researchers have
endeavored to employ multiple sub-populations in a col-
laborative manner to collectively solve optimization prob-
lems. The synergy among these sub-populations can mani-
fest through competition, cooperation, or a combination of
both competitive and cooperative relationships. Therefore,
the selection of the sub-population and the composition

of individuals within it play a crucial role in determining
the optimization results of a multiple-population algorithm
consisting of multiple sub-populations.

Cooperative multiple population-based EA can be dy-
namically adjusted using RL. Jia et al. proposed a mul-
tiple population-based MA [81]. The algorithm contained
seven sub-populations with respective crossover strategies.
To select the composition of individuals within each sub-
population, a specialized Q-learning approach tailored to
the problem characteristics was used. More specifically, the
Q-learning employed strategies of increasing, decreasing,
and maintaining a constant number of individuals within
each sub-population to optimize solution performance. This
algorithm has been effectively validated through simulation
experiments and real-life examples.

Search Mode population Size

e Pi:Common Population _— N
e P;:Single Elite Individual Population _— N
e Pi:Double Elite Individual population —— 2

e Ps:Common Population + Double Elite
Individuals Population

Figure 8: An example of competitive sub-populations [82]

The sub-populations utilized in the search can be de-
termined by a competition-based multiple population EA
through RL. Guo et al. embedded RL and an ensemble
population strategy (EPS) into a genetic programming (GP)
framework, named RL-assisted GP (RL-GP) [82]. As il-
lustrated in Fig.8, the EPS comprises four competing sub-
populations, with one being selected for each round of
iterative search. These populations include the common
population, the single/double elite population, and a novel
population consisting of both common and elite individuals.

5.6. Parameter Adaptation

A well-designed EA should primarily focus on global
exploration during the initial stages of the search and gradu-
ally shift toward local exploitation as the search progresses.
Since the choice of search mode employed by an EA heavily
relies on its control parameters, the control parameters play a
vital role in the search performance of EAs [83]. Traditional
EA, however, utilizes only one parameter in the iterative
search process. Such a singular parameter setting can easily
restrict the algorithm’s applicability to specific problem sce-
narios. Consequently, a range of tuning parameter methods
have been proposed. Although these methods enhance the
algorithm’s search performance to some extent, they suffer
from drawbacks such as complex tuning processes and the
involvement of too many parameters [83]. In contrast to
the aforementioned methods, RL possesses the capability
to dynamically adjust strategies in accordance with specific
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Table 2
RL-assisted parameter adaptation strategy in existing literature

Year Authors Type of EA Type of RL Controlled Parameters
2013 Rakshit et al. [85] MA Q-learning scaling factor
ES: population size, generation gap, muta-
Simple self-coded Evo- tllon step 5|.ze,.the tournam.ent size for sur-
. vivor selection; Cellular GA: crossover rate,
lution - Strategy, - cellu- mutation rate, mutation variance; GA MPC:
2014 Karafotias et al. [86] lar GA, GA with Multi-  Q learning u . e mu : . ’
population size, the maximum size of the
Parent Crossover (GA o .
MPC) parent tournament, randomization probabil-
ity, percentage of the population put in the
archive
2018 Sadhu et al. [87] firefly algorithm Q-learning fI'XGd light absorption coefficient, randomiza-
tion parameter
2020 Kaur and Kumar [88] NSGA-II Q-learning crossover rate, mutation rate
2021 Huynh et al. [89] brief DE Q learning scale factor, crossover rate
2021 Hu et al. [35] DE Q learning scale factor
PG (network:
2021 Sun et al. [90] DE LSTM) scale factor, crossover rate
Covariance matrix adap- . . )
2022 Tessari et al. [91] tation evolution strate- PPO c(:jr'\cflsﬁ;sesr. ratsetep_5|26' DE:  scale factor,
gies (CMA-ES) [92], DE
2022 Zhang et al. [93] DE variational PG Scale factor, crossover rate
2022 Cheng et al. [94] GA Q-learning Crossover rate, mutation rate
2022 Li et al. [95] MA Q-learning size of the neighborhood
2022 Li et al. [96] MOEA/D Q-learning Neighborhood number
2022 Shiyuan Yin [97] PSO DDPG Three linearly increased/reduced parameter
2023 Peng et al. [98] DE Q-learning Two trigger parameters of local search
. PG (network:
2023 Liu et al. [99] DE LSTM) Scale factor, crossover rate
2023 Li et al. [63] Multi-objective DE DDPG Scale factor, crossover rate
DDQN
2023 Song et al. [100] GA (network: crossover rate, mutation rate
GRU)
2023 Li et al. [101] PSO Q-learning Particle update rate
2020, Tatsis and Parsopoulos [102, DE REINFORCE al- Scale factor crossover rate
2023 103] gorithm '
2023 Gao et al. [104] PSO Q-learning Inertia weights and acceleration parameters
. . 3] 1(
problems and algorithmic search performance [84]. Conse- Eoos|
quently, some researchers have employed RL for adaptive g 09f
. . . £085[
control parameter adjustment in EAs. Table 2 shows vari- SR L VA NN S D VS R
ous algorithms, such as DE, GA, and NSGA-IL, that have 12345678911 121314 lsmf 17 18 19 20 21 22 23 24 25 26 27 28 29 30
attempted to utilize RL to adaptively adjust parameters. In 3 23456789 1011121314151617 18192021 222324252627 2829 30
the following, the parameter control within the two types of Eo2s
. . . . . . 2 02
algorithms, DE and GA, is mainly described in detail: 8 015
Z o

o DE: The scale factor is a crucial control parameter
in DE, which can be determined by Hu et al. [35] through
increasing or decreasing the adjustment value on top of
the base value. Additionally, many studies have explored
adaptive control of crossover probabilities. For example,
Huynh et al. [89] chose from seven sets of hyper-parameter
configuration combinations. Peng et al. [98] dynamically
adjusted the two triggering parameters through local search
combined with DE. In contrast to the aforementioned selec-
tion method based on predetermined parameters, [63, 90,
93, 99] proposed more precise parameter tuning. In these
studies, the policy-based RL directly outputs the values of
the control parameters through the network model.

* GA: The control of crossover probability and muta-
tion probability can help achieve parameter adaptation for
GPs. Cheng et al. [94] employed the Q-learning method to

Figure 9: Parameter values for crossover and mutation proba-
bilities [94]

select from 18 sets of parameter combinations determined
by orthogonal experiments for population search. The pa-
rameter values, depicted in Fig.9, exhibit a decreasing trend
in crossover probability and an increasing trend in mutation
probability overall. The crossover rate and mutation rate can
affect the diversity of the population. When the mutation rate
is high, the search strategy shifts towards exploration while
reducing the crossover probability to decrease computation
time. Conversely, when the mutation rate is low, a higher
crossover rate enhances algorithmic exploitation capabilities
[94]. Apart from this, the control parameters can also be
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Table 3
RL-assisted other strategies in existing literature
Years Authors Type of RL Role of RL
2012 Elazfjalova and Buzdalov Q-learning Choosing auxiliary fitness functions
2020 Huang et al. [106] Q-learning Determining the optimal probability distribution of the algorithm’s
search strategy set
2021 Xia et al. [107] Q-learning Selection of subspace
2021 Ea())c;e]ndeh and  Shirvan PPO Matching some of the problem rules/constraints
2022 Wang et al. [109] Q-learning Determining the level of each individual
2023 Gao et al. [110] Actor-Critic Mining sparse variables to reduce the problem dimensionality
2023 Zhou et al. [111] DQN Choosing candidate individual

2023 Liu et al. [112] PPO
2023 Qiu et al. [113] Q-learning

Selection of genetic locus
Choosing multi-exemplar selection strategy

regulated by PG. Song et al. [100] considered the population
evolution process as a time series and employed the gated
recurrent unit (GRU) model to estimate the crossover prob-
ability and mutation probability. Furthermore, RL is equally
applicable in improved algorithms that integrate LS [95].

5.7. Other Strategies

The preceding parts outline a variety of strategies for RL-
assisted EA search, which have yielded exceptional perfor-
mance in diverse optimization problems when implemented
through proposed RL-EAs. In addition to the aforemen-
tioned strategies, there exist other equally effective RL-
assisted strategies for achieving global or local searches in
EA, which are presented in Table 3. These research findings
primarily focus on designing the corresponding algorithms
based on specific problem scenarios and have achieved supe-
rior optimization performance. Some ingenious designs for
problems, fitness evaluation, and individual processing are
well worth studying and learning from.

The analysis and processing of the problem solution
space can also effectively enhance the search efficiency of al-
gorithms. [107] employed Q-learning to select the subspace
within the problem domain, thereby enabling a more targeted
DE search process. Similarly, [108] leveraged RL to reduce
the solution space by matching problem rules/constraints.
Furthermore, [110] optimized algorithmic searches from a
variable perspective by using RL to exploit sparse variables
to reduce the problem dimension. In addition, [105] pro-
posed an RL-based mechanism for the selection of fitness
assessment methods. This mechanism employed multiple
auxiliary fitness functions, which are utilized by RL de-
cisions to evaluate population performance and enhance
algorithm efficiency.

6. Other Attribute Settings of RL in RL-EA

In addition to the different strategies used by the RL to
support the EA search, other attribute settings (i.e., state,
reward) in the RL have also been designed to be problem-
specific in related work. These attributes have a dual impact

on both the agent’s decision-making process and the training
performance of the RL. This section provides an overview of
the adopted settings for the state and reward in RL.

6.1. Setting of State

The state serves as the input for the agent to make deci-
sions, which will be directly associated with the selected ac-
tion. For RL to assist EA search effectively, it is crucial that
the state information accurately reflects the latest progress of
the algorithm’s search. One direct approach to achieve this
is by using the chromosome structure as the state represen-
tation, as demonstrated in [86]. This type of state represen-
tation directly reflects population optimization. However, it
also faces the problem that a large amount of information
being included in the Q-table will impact agent sampling
efficiency. To avoid this problem, many studies such as
[35, 65] set the overall performance of the population as the
state representation. However, when it comes to representing
state information in finite dimensions (i.e. continuous state),
Q-learning is almost powerless. To address this limitation,
Ref. [54] proposed a discretized approach for representing
continuous states by dividing them into subintervals. While
this representation enabled Q-learning to handle continuous
states to some extent, it still suffered from the drawback
of only applying to fewer state dimensions. In contrast to
Q-learning, the utilization of ANN models in RL meth-
ods eliminates the decision-making challenges caused by
the expansion of state dimensions. Incorporating abundant
statistical information into ANN inputs, as demonstrated in
[90, 55], enhanced prediction accuracy. Moreover, the strong
predictive capability exhibited by ANN empowers this type
of RL to effectively tackle various complex tasks.

Usually, the states used as the basis for the agent’s
choice of actions are inconsistent with the actions. While
a state-action-consistent RL. modeling approach has been
applied in individual studies, such as Ref. [109]. The au-
thors categorized particles in PSO into different levels and
dynamically adjusted them using RL. In this framework, the
states and actions of the agent were the number of levels
within the population. According to this setting, the Q-table
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was a square array with an equal number of states and
actions, which can quickly feedback the results of the action
decisions to the agent.

6.2. Setting of Reward Function

The reward is a feedback signal obtained by the agent
after interacting with the environment, which influences sub-
sequent decision-making. In previous studies related to RL-
EA, the reward function primarily includes two forms: direct
calculation based on fitness value changes and acquisition
through specific mapping relationships. For instance, Ref.
[90, 82] obtained it by using the difference calculation of the
optimal fitness values within two generations of populations.
This calculation directly employed the metrics used for
evaluating the performance of the RL-EA search. Consid-
ering the limitations of this evaluation method, Ref. [107]
additionally introduced a reward adjustment operator based
on the frequency of occurrence in the subspace, which was
able to balance exploration and exploitation. Ref. [86], on the
other hand, used the ratio method to compute the rewards. In
addition to the aforementioned reward computation, the use
of mapping specific reward values based on the performance
has also been employed in the literature [35, 113, 77]. This
approach facilitates a smoother change in reward values,
thereby enhancing the stability of RL across diverse scenar-
ios. Furthermore, for specialized RL algorithms like IRL, the
best reward function is autonomously explored by the agent
performance during the algorithm training process [47, 46].

In summary, the setting of states and rewards is not as
easy as actions based on what the RL is trying to achieve,
but have to be tried and tested based on the problem and
the specific performance of the RL. Identifying these at-
tributes of RL can be a time-consuming task for researchers,
which is challenging to avoid. A simpler approach involves
leveraging prior studies to emulate and enhance specific
aspects, such as incorporating problem-specific features and
performing a series of processes on the outcomes. To make it
easier for readers to design novel RL-EAs, we will introduce
the applications of RL-EAs in different fields in the next
section.

7. Application of RL-EA

The RL-EA algorithm has undergone extensive testing
across various fields. These successful algorithmic solution
ideas can be applied to other studies aiming to address
optimization problems using RL-EA. Figure 10 illustrates
the application of RL-EA in various domains. In this section,
we present the advancements made in applying RL-EA by
categorizing the problem-solving process based on variable
value types.

7.1. Continuous Optimization Problems

Continuous optimization problems, also known as nu-
merical optimization problems, are problems that attempt
to find an optimal solution (maximum or minimum) or a
Pareto solution within the solution space. These problems
involve an optimization objective function and a domain

of definition for the independent variables. As research on
this subject progresses, various problem forms have emerged
including multimodal optimization problems, multitasking
optimization problems, and constrained optimization prob-
lems. In the subsequent discussion, we will provide a con-
cise introduction to single-objective optimization problems
(SOPs), multi-objective optimization problems (MOPs), and
multimodal problems (MMOPs), which are commonly en-
countered when employing RL-EA in solving continuous
optimization problems.

« Single-objective optimization problem: The single-
objective optimization problem is the fundamental class
of continuous optimization problems, characterized by a
sole objective function. Depending on the problem set, the
optimization objective can be either to find the maximum or
the minimum value of this function. Typically, an SOP (we
consider minimization) can be formulated as:

min /(%) @

where Q is the feasible solution set, Q = {x € RP| gi(x) >
0,1 <i<mh(x)=0,1<j<n}orQ=la, bl

o Multi-objective optimization problem: A multi-
objective optimization problem is a continuous optimization
problem with multiple sub-objective functions constructed
on the basis of SOP. These sub-objectives have conflicting
relationships with each other, and thus the algorithm’s opti-
mization results cannot be simply represented by a solution
and an objective function value. Such problems can only use
Pareto solution sets to represent the search results. Here, we
give the mathematical formulation of the MOP problem of
minimizing the optimization objective as an example.

Minimize : £(x) = (f{(X), ..., [ (X)) 3
Subjectto : I; <x; <uy,d=1,...,D. ©)

* Multimodal optimization problem: The class of mul-
timodal optimization problems (MMOPs) frequently en-
countered in real-world scenarios can be categorized as
either single-objective MMOPs or multi-objective MMOPs.
There are multiple optimal solutions in the MMOPs simul-
taneously. This class of problems can be formulas expressed
by the previously introduced SOP or MOP[114].

It is evident that each class of continuous optimization
problems exhibits distinct characteristics, imposing strin-
gent demands on the algorithms’ generalizability. Therefore,
numerous researchers have concentrated their efforts on
enhancing algorithms to achieve optimal performance across
multiple problem scenarios. Among the many algorithms
available for solving optimization problems, recent research
has shown interest in employing RL strategies to augment
the algorithm’s information acquisition capabilities. The
results presented in Table 4 indicate that the application
of RL-EA is the most prevalent in SOP for continuous
optimization problems, while the number of studies related
to MOP and MMORP is approximately equal. In terms of
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Figure 10: Application of RL-EA in different domains (SOP: single objective optimization problem, MOP:multi-objective
optimization problem, MMOP: multimodal problem, PSP: production scheduling problem, VRP: vehicle routing problem, TSP:
traveler salesman problem, EOSSP: earth observation satellite scheduling problem, BPP: bin packing problem)

Table 4
Application in continuous optimization problems
Year Authors Problem Type of EA Type of RL
2013 Rakshit et al. [85] SOP MA Q-learning
2014 Karafotias et al. [86] SOP Evolution Strategy, Cellular GA Q learning
2018 Sadhu et al. [87] SOP firefly algorithm Q-learning
2019 Li et al. [61] MMOP, MOP DE Q learning
2020 Huang et al. [106] MOP MODE Q-learning
2021 Xia et al. [107] MMOP DE Q learning
2021 Sun et al. [90] SOP DE PG
2022 Zhang et al. [93] SOP DE Variational PG
2022 Fister et al. [62] SOP DE Q-learning
2022 Tian et al. [67] MOP MOEA/D DQN
2022 Tessari et al. [91] SOP CMA-ES, DE PPO
2022 Yin [97] SOP PSO DDPG
2022 Wang et al. [109] SOP (large scale) PSO Q-learning
2023 Gao et al. [110] Sparse MOP MOEA Actor-critic method
2023 Liu et al. [99] SOP DE PG
2023 Li et al. [101] SOP PSO Q-learning
2023 Zhao et al. [46] SOP Moth-flame optimization algorithm Inverse RL
Tatsis and Parsopou- .
2020, 2023 los [102, 103] SOP, MMOP DE REINFORCE algorithm
2023 Qiu et al. [113] MMOP, SOP PSO Q-learning

the RL model, the Q-learning method emerges as the most
commonly employed method due to its simple structure and
strong ability to explore uncharted environments. Further-
more, the optimization performance of Ref. [67]’s enhanced
algorithm for adaptive operator selection using DQN based
on the MOEA/D framework (MOEA/D-DQN) in the MOP
benchmark is given in Table 5. From the results, it can be
observed that MOEA/D-DQN demonstrates superior overall
performance across 34 benchmark functions. This algorithm

effectively balances global and local search through the
adaptive selection operator.

7.2. Combinatorial Optimization Problems
Combinatorial optimization problems (COP) are a class
of optimization problems with discrete variables. The opti-
mization objective of the problem is to find the optimal solu-
tion from a set of feasible solutions. However, as many COPs
are known to be NP-hard, it means that finding the optimal
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Table 6
Application in production scheduling problems

Year Authors Problem Type of EA Type of RL

2022 Cheng et al. [54] Energy-aware mixed shop scheduling H}/p(&lr—h?urlstlc . Q-learning
problem Bi-criteria selection
Flexible manufacturing cell with no-

2022 Cheng et al. [94] idle flow-lines and job-shop schedul- GA Q-learning
ing problem
Multi-objective energy-efficient flexi-

2022 Li et al. [95] ble job shop scheduling problem with ~ MA Q-learning
type-2 processing time

2022 Li et al. [96] Bl—obje<_:t|ve fuzzy flexible job shop MOEA/D Q-learning
scheduling problem
Distributed three-stage assembly .

2022 Wang et al. [69] scheduling with maintenance ABC Q-learning

2022 Li et al. [70] Permutation flow-shop scheduling ABC Q-learning
problem
Energy-efficient distributed no-wait Collaborative

2022 Zhao et al. [78] flow-shop scheduling problem with heuristic Double Q-learning
sequence-dependent setup time
Distributed heterogeneous no-wait

2022 Zhao et al. [71] flow-shop scheduling problem with  ABC Q-learning
sequence-dependent setup times
Multiobjective energy-efficient dis-

2022 Zhao et al. [49] tributed blocking flow shop schedul-  Hyper-heuristic Q-learning
ing problem

2022 Du et al. [76] Flexible job shop scheduling problem  EDA DQN
Distributed three-stage assembly hy-

2023 Jia et al. [81] brid flow shop scheduling with flexible = MA Q-learning
preventive maintenance
Distributed blocking flow shop Cooperative .

2023 Zhao et al. [80] scheduling problem cearch Q-learning

2023 Li et al. [75] Muti-objective engrgy—efﬂaent hybrid NSGA.II Q-learning
flow shop scheduling problem

2023 Li et al. [34] FI.eX|bIe JOb-ShO-p scheduling problem ABC Q-learning
with lot streaming
Multimanned assembly line balancing .

2023 Zhang et al. [64] under uncertain demand NSGA-II Q-learning

2023 Wau et al. [50] PIStnbUted flexible job-shop schedul- Hyper-heuristic Q-learning
ing problem
Distributed flexible job-shop schedul-

2023 Zhang et al. [51] ing problem with crane transporta- Hyper-heuristic Q-learning
tion

2023 Zhu et al. [52] Flow-shop sc.hedu_lmg problem with Hyper-heuristic Q-learning
fuzzy processing times

2023 Gao et al. [104] Flexible job-shop scheduling problem  PSO Q-learning

solution is either computationally intensive or almost impos-
sible. In light of this challenge and the need for algorith-
mic efficiency in practical applications, employing EA has
become a prevailing approach to searching for approximate
optimal solutions. Various RL-EAs have been proposed and
applied in domains such as intelligent manufacturing and
transportation to address COPs effectively. Here, we pri-
marily focus on providing an elaborate introduction to RL-
EAs specifically designed for solving production schedul-
ing problems and vehicle routing problems. Subsequently,
research on other COPs will be briefly introduced.

7.2.1. Production Scheduling Problem

The production scheduling problem (PSP) is a classi-
cal class of combinatorial optimization problems. In this
problem, there are a series of machines and products to
be processed. The objective of problem optimization is
to complete all the product processing tasks as early as
possible. PSPs have been categorized as parallel machine
scheduling problems, flow production scheduling problems,
and flexible production scheduling problems, etc. based on
machine capabilities and product processing. Based on this,
additional factors are considered in the study of this problem.
In general, certain constraints arise from the limited number

Yanjie Song et al.: Preprint submitted to Elsevier
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of product processing steps and equipment capacity require-
ments that contribute to the complexity of these problems.
Consequently, the time-dependent nature of the problem
results in an exceptionally large solution space. Fig.11 gives
a sample job route in the flexible job-shop scheduling prob-
lem (FJSP). It is worth noting that this particular product
necessitates three distinct processes to be fully completed. In
order to obtain high-quality production solutions for various
intricate PSPs, numerous RL-EAs have been proposed.

M2

= 3 5
50 50
M4

M2, M3, and M4 are parallel machines

Figure 11: A sample job route in the FJSP

As shown in Table 6, there has been a notable increase in
research focus on the use of RL-EA for solving PSP during
the recent two years. This indicates a growing interest among
researchers in utilizing this novel type of EA for produc-
tion scheduling purposes. Given the inherent variations in
actual factory production environments, achieving complete
consistency in research questions is challenging. In most
studies, RL primarily handles the adaptive selection of LS
operators due to the high complexity of PSP and the need
for solution algorithms with strong exploitation capabilities.
Therefore, LS plays a pivotal role in enhancing the quality of
PSP solutions. Furthermore, the diverse range of EAs used
in the study of RL-EA for solving PSP makes it difficult
to ensure that the used algorithms can be adapted to other
problem characteristics. Therefore, there is an urgent need
to analyze which type of EA is best suited for combination
with RL.

The increasing research on the application of RL-EA
in PSP is highly related to the remarkable performance of
the algorithm. Table 7 demonstrates the exceptional perfor-
mance in terms of average HV values of a cooperative meta-
heuristic algorithm based on Q-learning (CMAQ) [78] in
two cases of energy-efficient distributed no-wait flow-shop
scheduling with sequence-dependent setup time. The per-
formance of CMAQ stands out significantly across different
sizes of ssd100 and ssd125 cases, consistently achieving the
highest HV values except for size (100, 5).

7.2.2. Vehicle Routing Problem

The vehicle routing problem (VRP) involves a set of
customers with diverse item requirements and a warehouse
where the items are stored. The warehouse is responsible
for dispatching vehicles to efficiently transport the items
to the customers. The objective of optimization is to en-
sure that the vehicles deliver the items to the appropriate

customers within a minimal transportation distance. VRP,
similar to PSP, belongs to an extensively researched category
of combinatorial optimization problems. Various types of
extended problems modify the optimization objective or
add constraints to the traditional VRP for specific problem
scenarios. An illustrative example demonstrating electric
vehicle routing problems (EVRP) and EVRP with time
window (EVRPTW) can be seen in Fig.12 and Fig.13,
respectively. An endless number of VRP variants motivate
algorithmic approaches, and some studies employ RL-EA
to solve specific problem scenarios.

Depot Node O Customer Node Achargmg Station

Figure 12: An illustrative example for EVRP [116]

ﬁ‘J e ROUtE ] emRoute 2 E-J

Figure 13: An illustrative example for EVRP with time window
[117]

The application of RL-EA in solving various types of
VRPs with complex constraints and large problem sizes
is demonstrated in Table 10. This prompts researchers to
incorporate heuristic rules into the algorithm design process
for obtaining high-quality solutions. Consequently, RL can
be dynamically selected during the iterative search based
on the performance of these heuristic rules. Accordingly,
RL can make an adaptive selection during the iterative
search based on the performance of these heuristic rules.
Moreover, well-established RL methods for solving VRP
can be directly integrated into the EA framework to expedite
solution generation [37]. The advantage of adopting such
a combination of algorithmic ideas lies in its ability to

Yanjie Song et al.: Preprint submitted to Elsevier
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Table 7
Comparison of the average HV for algorithms in ssd100 and ssd125 [78]
ssd100 ssd125
(n.m)
CMAQ KCA MOWSA IJaya MMOEA/D ‘ CMAQ KCA MOWSA lJaya MMOEA/D
(20,5) 8.40E-01 6.44E-01 7.03E-01 5.27E-01 7.54E-01 8.31E-01 6.61E-01 6.93E-01 5.50E-01 7.33E-01
(20,10) 8.67E-01 6.46E-01 6.81E-01  4.75E-01 7.41E-01 8.49E-01 6.50E-01 6.68E-01 5.03E-01 7.51E-01
(20,20) 8.90E-01 6.66E-01 6.40E-01 5.07E-01 7.01E-01 9.07E-01  6.96E-01 6.20E-01  4.70E-01 6.63E-01
(50,5) 8.37E-01 6.71E-01 7.32E-01 4.55E-01 7.51E-01 8.51E-01 6.30E-01 7.09E-01 4.67E-01 7.15E-01
(50,10) 8.93E-01 6.13E-01 6.82E-01  4.41E-01 7.24E-01 8.73E-01 5.98E-01 6.84E-01  4.19E-01 6.82E-01
(50,20) 8.81E-01 5.42E-01 6.35E-01 3.72E-01 6.37E-01 8.90E-01 5.30E-01 6.27E-01 3.55E-01 6.32E-01
(100,5) 8.19E-01 8.27E-01 7.12E-01  4.42E-01 7.19E-01 8.02E-01  8.03E-01 7.09E-01  4.35E-01 6.95E-01
(100,10)  8.62E-01 5.94E-01 7.11E-0 4.15E-01 7.01E-01 8,83E-01 6.02E-01 7.01E-01 4.29E-0 6.96E-01
(100,20) 8.74E-01 5.24E-01 6.27E-01 3.16E-01 6.44E-01 8.71E-01 5.28E-01 6.34E-01 3.14E-01 6.63E-01
(200,10) 8.31E-01 7.28E-01 5.97E-01 3.41E-01 6.70E-01 8.20E-01 7.45E-01 6.15E-01 3.13E-01 6.38E-01
(200,20) 8.26E-01 6.63E-01 5.48E-01 2.70E-01 6.00E-01 8.13E-01 6.82E-01 5.20E-01 2.73E-01 5.98E-01
(500,20 7.54E-01 5.70E-01 3.00E-01 6.79E-01 7.41E-01 7.14E-01 6.48E-01 2.59E-01 6.35E-01 6.71E-01
Average  8.48E-01 6.41E-01 6.31E-01 4.37E-01 6.99E-01 8.42E-01 6.48E-01 6.20E-01 4.30E-01 6.78E-01
n: The number of jobs to be processed. m: The number of machines in each factory.
Table 8
Application in vehicle routing problems
Year Authors Problem Type of EA Type of RL
2021 Qin et al. [55] ll;k;:erogeneous vehicle routing prob- Hyperheuristic A3C
2022 Zhang et al. [56] Container _ terminal _truck_ I’Ol-JtIng Hyperheuristic Double deep Q net-
problem with uncertain service times work
2022 Qi et al. [74] Time-dependent green vehicle rout- o p ) Q-learning
ing problems with time windows
2022 Rodriguez et al. [115] CEVRP Hyperheuristic I\R/ILultl—armed bandit
2022 Zhang et al. [37] Zzh planning of unmanned air vehi- PSO Q-learning
2023 Zhou et al. [72] Milk-run vehicle scheduling problem  ABC DQN
2023 Shang et al. [53] Green location routing problem Hyperheuristic Q-learning
2023 Yan et al. [77] Autonomous underwater vehicle path  Tuna swarm optimiza- Q-learning

planning

tion

facilitate rapid algorithm design while effectively ensuring
solution effectiveness.

Table 9 gives the performance of the hyper-heuristic
adaptive simulated annealing with reinforcement learn-
ing algorithm (HHASA) [115] and its variants tested on
the benchmark of the capacitated electric vehicle routing
problem (CEVRP). Among these ten large-scale examples,
HHASA and its variants can find better planning results in
seven instances. Even the most basic HHASA can achieve
better results than the comparison algorithms in six in-
stances.

7.2.3. Other Combinatorial Optimization Problems

In addition to the aforementioned two types of combi-
natorial optimization problems, RL-EA has been applied
to solve various other combinatorial optimization problems,
which is shown in Table 10. It is evident that RL-EA has
demonstrated successful outcomes in solving multiple types

of combinatorial optimization problems. For example, liter-
ature [60, 73] proposed some RL-EA approaches to address-
ing different variations of the traveling salesman problem
(TSP). TSP belongs to a class of classical optimization
problems where a salesman needs to visit multiple cities
and return to the starting city. Specifically, the optimization
objective of TSP is to find the solution with the shortest
distance for the salesman to visit all cities. Fig.14 illustrates
an example [120] involving clustered TSP with d-relaxed
priority rule, which introduces varying priorities among
cities and adds complexity to TSPs. Additionally, there exist
other TSP variants that consider specific scenarios. Among
various solution algorithms, the successful application of
RL-EA offers novel insights into tackling such classical
combinatorial optimization problems. Table 11 shows the
path optimization performance of a reinforced hybrid ge-
netic algorithm (RHGA) [73] on the TSP benchmark. The
RHGA not only significantly outperforms the comparison
algorithms but also approaches the known optimal solution.

Yanjie Song et al.: Preprint submitted to Elsevier
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Table 9
Results of the HHASA applied to large instances of the benchmark [115]
Instance  Indicator HHASA; HHASA;.; HHASA_; HHASA | BACO VNS SA GA GRASP
min 15910.86 15912.77 15899.86 15921.68 15901.23 16028.05 16610.37 16488.60 16460.80
X143 mean 16214.37 16231.33 16173.06 16271.78 16031.46* 16459.31 17188.90 16911.50 16823.00
std 215.77 173.73 198.91 250.09 262.47 242.59 170.44 282.30 157.00
min 11090.28 11097.63 11098.34 11120.28 11133.14 11323.56 11404.44 11762.07 11575.60
X214 mean 11206.60* 11260.83 11247.30 11251.80 11219.70 11482.20 11680.35 12007.06 11740.70
std 84.58 88.73 99.53 73.03 46.25 76.14 116.47 156.69 80.41
min 26622.42 26549.88 26486.05 26606.06 26478.34 27064.88 27222.96 28008.09 27521.20
X352 mean 26750.60 26760.35 26760.58 26812.89 26593.18* 27217.77 27498.03 28336.07 27775.30
std 102.55 116.44 135.77 90.44 72.86 86.20 155.62 205.29 111.99
min 24794.35 24769.67 24752.03 24815.37 24763.93 25370.80 27222.96 26048.21 25929.20
X459 mean 25041.10 25036.67 24979.89 25060.02 24916.60*  25582.27 25809.47 26345.12 26263.30
std 237.58 114.68 151.54 121.58 94.08 106.89 157.97 185.14 134.66
min 51436.90 51436.00 51485.68 51545.10 53822.87 52181.51 51929.24 54189.62 52584.50
X573 mean 51776.70 51764.24 51771.50 51748.42* 54567.15 52548.09 52793.66 55327.62 52990.90
std 166.86 152.69 158.01 119.57 231.05 278.85 577.24 548.05 246.79
min 69955.95 70348.53 70323.62 70413.81 70834.88 71345.40 72549.90 73925.56 72481.60
X685 mean 70401.25* 70719.10 70684.34 70791.10 71440.57 71770.57 73124.98 74508.03 72792.70
std 218.98 291.53 174.26 222.85 281.78 197.08 320.07 409.43 189.53
min 79779.87 79829.23 79850.73 79732.99 80299.76 81002.01 81392.78 84034.73 82187.30
X749 mean 80135.67* 80256.36 80318.42 80397.82 80694.54 81327.39 81848.13 84759.79 82733.40
std 219.50 303.30 399.47 432.11 223.91 176.19 275.26 376.10 213.21
min 161924.79 162350.42 162387.34 162523,88 164720.80 164289.95 165069.77 170965.68 166500.00
X819 mean 162530.67* 162819.78 162883.17 163031.19 165565.79 164926.41 165895.78 172410.12 166970.00
std 289.41 258.35 300.11 389.12 401.02 318.62 403.70 568.58 211.84
min 336717.71 337200.96 337520.94 338007.56 342993.01 341649.91  342796.88  357391.57  345777.00
X916 mean 337641.92* 338349.57 338639.53 338688.50 344999.95 342460.70  343533.85 360269.94  347269.00
std 461.47 454.28 544.69 328.64 905.72 510.66 556.98 229.19 654.93
min 75469.29 75864.07 75782.95 75850.15 76297.09 77476.36 78053.86 78832.90 77636.20
X1001 mean 75931.28* 76131.56 76245.73 76234.51 77434.33 77920.52 NA 79163.34 78111.20
std 304.10 212.24 226.30 271.18 719.86 234.73 306.27 NA 315.31

TS,UCB,, € — G: Simple methods for solving the multi-armed bandit problem

GRASP: Greedy Randomized Adaptive Search Procedure
BACO: Bilevel Ant Colony Optimization

B iy e
o oo Lo
ool

Figure 14: An example of clustered traveling salesman problem with d-relaxed priority rule (CTSP-d) [120]

The RL-EA algorithm has also been used successfully
on several occasions to solve the earth observation satellite
scheduling problem (EOSSP) [65, 100]. In this context, we
provide a concise introduction to EOSSP. Typically, the
objective of an EOSSP is to allocate missions and their
specific execution times to a series of satellites. Figure 15
illustrates the observation process of a conventional EOS
(CEOS), which can only detect areas directly below and near
its flight path. The time period during which the target area
can be observed is called the visible time window (VTW),
and there are strict restrictions on the start and end time of
the CEOS observation missions. Additionally, there exists

another category of highly maneuverable EOS known as
agile EOS (AEOS). As depicted in Figure 16, AEOS exhibits
longer VTW duration compared to CEOS. The fact that
many types of EOSSPs have been proven to be NP-hard
poses significant challenges for solution algorithms. Despite
these difficulties, RL-EA consistently outperforms state-of-
the-art algorithms in terms of scheduling performance.

The emergence and utilization of numerous RL-EAs to
tackle diverse combinatorial optimization problems can be
observed from Table 10. These highly complex problems are
associated with transportation, manufacturing, energy, and
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Table 10
Application in other combinatorial optimization problems
Year Authors Problem Type of EA Type of RL
Buzdalova and Buz- Royal roads model problem, (1 + 1) evolutionary .
2012 dalov [105] hierarchical-if-and-only-if function strategy Q learning
2014 Buzdalova et al. [60] _Hr;e;arch|ca|—|f—and—on|y—|f function, EA Q learning
Combinatorial optimization problem .. .
2018 Choong et al. [48] used in the CHeSC competition Hyper-heuristic Q-learning
2020 Liu and Wu [47] Driver behavior modeling PSO inverse RL
2020 Kaur and Kumar [gg]  Spectrum allocation in cognitive ra-  \gcp Q-learning
dio networks
2021 Hu et al. [35] Parar_neters extraction of photo- DE Q learning
voltaic models
2021 Huynh et al. [89] Truss structural optimization problem  Brief DE Q learning
Radaideh and Shirvan  Nuclear fuel assembly combinatorial GA, SA, P3O, D.E'
2021 .. natural evolution PPO
[108] optimization problem .
strategies
2022 Liu et al. [39] Multi-objective knapsack problem, MOEA Dynamic Pointer Net-
TSP work
2022 Song et al. [118] Large—sc-:ale earth observation satellite Bees Algorithm Q-learning
scheduling problem
Unmanned Surface Vessels Schedul- GA, ABC, JAYA, .
2023 Gao et al. [79] ing Problems PSO, harmony search Q learning
Multi-objective scheduling problem in
2023 Li et al. [63] a continuous annealing operation of  Multi-objective DE DDQN DDPG
the steel industry
Global optimization of interplanetary .
2023 Peng et al. [98] trajectory design DE Q-learning
2023 Zheng et al. [73] TSP GA Q-learning
2023 Zhou et al. [111] MOP—cIo.ud storage optimization of NSGA-III DQN
blockchain
2023 Panzer et al. [119] Modular production control Hyper-heuristic DQN
. . . . Dueling double deep
2023 Tu et al. [57] Online bin packing problem Hyper-heuristic Q network
2023 Song et al. [65] Electror_nagnetlc detection satellite CA Q-learning
scheduling problem
2023 Song et al. [100] Earth _ electromagnetic  satellite CA Dueling deep Q net-
scheduling problem work
2023 Guo et al. [82] Team f(')rmatlon Problem considering GP Q-learning
person-job matching
2023 Liu et al. [112] Bin packing problem, TSP, capaci- CA PPO

tated VRP

other domains. It is evident that the industry has devoted sig-
nificant attention to incorporating RL into EA frameworks
and has made substantial innovative endeavors. The selec-
tion of RL and EA methods constituting RL-EA is flexible
and can be determined based on experience or experimental
comparisons. We can anticipate a wealth of future research
outcomes relevant to real-world applications.

7.3. Open Datasets in Main Application Domains
The commonly used datasets are presented in Table 12 to
facilitate readers in quickly locating the datasets utilized in
related studies. As depicted in Table 12, the IEEE Congress
on Evolutionary Computation (CEC) dataset is extensively
employed for continuous optimization problems, encom-
passing SOP, MOP, MMOP, etc. Numerous test functions

within the CEC dataset serve as crucial evaluation crite-
ria for assessing algorithmic solution performance. A Mat-
lab platform for evolutionary multi-objective optimization
named PlatEMO ! makes it easy to use various benchmarks.
Additionally, there are also some open datasets for various
combinatorial optimization problems. These open datasets
enable easy assessment of a new algorithm’s performance
concerning optimization objective value, convergence rate,
solution speed, and more.

1 https://github.com/BIMK/PlatEMO
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Table 12
Public datasets for main application domains
Domain Dataset Link Reference
ZDT test functions https://jbuisine.github.io/macop/_build/html/zdt_example.html [106]
DTLZ test functions https://github.com/fillipe-gsm/dtlz-test-functions [106]
SMOP test suite https://github.com/victorlei/smop-testsuite [110]
SOCO 2011 test suite https://sci2s.ugr.es/EAMHCO [102, 103]
CEC 2005 test suite https://github.com/P-N-Suganthan/CEC2005 [85]
CEC 2010 test suite https://github.com/P-N-Suganthan/CEC-2010-LS0-Large-Scale-Opt- [109]
CEC 2011 test suite https://github.com/P-N-Suganthan/CEC-2011--Real_World_Problems [86]
Continuous CEC 2013 test suite https://github.com/P-N-Suganthan/CEC2013 5%23'] 90, 97, 99,
optimization CEC2013 MMOP  bench- https://github.com/mikeagn/CEC2013 [107]
problem marks
CEC 2014 test suite https://github.com/P-N-Suganthan/CEC2014 [62]
CEC 2015 test suite https://github.com/P-N-Suganthan/CEC2015 [87]
CEC 2016 test suite https://github.com/P-N-Suganthan/CEC2016 [61]
CEC 2017 test suite https://github.com/P-N-Suganthan/CEC2017-BoundContrained [46, 62, 90, 101]
CEC 2018 test suite https://github.com/P-N-Suganthan/CEC2018 [93]
CEC 2022 test suite https://github.com/P-N-Suganthan/2022-S0-B0 [101]

Taillard benchmarks

IEEE WCCI 2020 competi-

http://mistic.heig-vd.ch/taillard/problemes.dir/ordonnancement.
dir/ordonnancement.html
https://www.researchgate.net/publication/342068571_Benchmark_Set_

tion for CEVRP for_the_IEEE_W(.ZCI—28?0_Compet-ition_on_Evolutionary_Computation_ [115]
for_the_Electric_Vehicle_Routing_Problem
FFJSP instances https://cuglirui.github.io/downloads.htm [95]
Pickup and Delivery Prob-
lem with Time Windows in- | http://iot.ntnu.no/users/larsmahv/benchmarks/ [123]
stances
Solomon instances https://www.sintef.no/projectweb/top/vrptw/solomon-benchmark/ [74]
DIMACS benchmarks https://www.cs.ubc.ca/~hoos/SATLIB/benchm.html [38]
FJSP-LS instances https://github.com/CinjalLiao/InstanceDataOfFJSPLS [34]
FJSP instances https://people.idsia.ch/~monaldo/fjsp.html [54, 96]
ESA-ACT team'’s global tra-
jectory optimization prob- | http://www.esa.int/gsp/ACT/projects/gtop/ [98]
Combinatorial lem database
optimization .CHeSC competition http://www.asap.cs.nott.ac.uk/chesc2011/ [48]
problem instances
TSPLIB http://comopt.ifi.uni-heidelberg.de/software/TSPLIB95/ [73, 112]
CVRPLIB http://vrp.atd-1lab.inf.puc-rio.br/index.php/en/ [112]
FSP instances http://people.brunel.ac.uk/~mastjjb/jeb/orlib/files/flowshopl.txt [70]
OR Library http://people.brunel.ac.uk/~mastjjb/jeb/info.html [70]
National TSP benchmarks https://www.math.uwaterloo.ca/tsp/world/countries.html [73]
VLS| TSP benchmarks https://www.math.uwaterloo.ca/tsp/vlsi/index.html [73]
PFSP instances http://soa.iti.es [80]

[49, 54, 68, 78]

the RL-EAs in the previous work use single-agent RL meth-
ods. If these optimization tasks are accomplished by multi-
agent RL, it facilitates cooperation among agents, enabling
EA to leverage diverse strategies via a unique information
synchronization mechanism [124]. Additionally, RL-EA can
also employ multiple agents to assist sub-populations or
individuals in performing evolutionary operations. This ap-
proach allows for a more comprehensive population search
that encompasses a wider range of search strategies, facili-
tating effective ensemble strategies.

3. More complex algorithmic mechanism design: The
majority of employed mechanisms in existing RL-EA stud-
ies bear striking resemblance to ensemble strategies and tra-
ditional adaptive mechanisms. In other words, many newly
proposed algorithms simply replace the traditional adaptive
mechanisms with RL techniques. The algorithmic mech-
anism design can be improved from two aspects. Firstly,
powerful RL can accomplish more complex tasks compared

to the existing assistance strategies, which certainly requires
more complex mechanisms to be designed in the algorithms,
e.g., selecting the problem subspace and determining the
optimization direction of MOP. Moreover, RL can also be
utilized to determine whether or not offspring from evolved
populations should be retained. Secondly, more advanced
ensemble strategies also deserve to be thoroughly investi-
gated. It is important for algorithms to maintain optimal
stability during optimization while preserving the diversity
of search strategies. Therefore, effective interaction mecha-
nisms need to be designed to facilitate collaboration among
different components.

4. Digging deeper into the problem characteristics:
The solution space significantly impacts search efficiency
and algorithm performance. Even with a stochastic search
method, EA can enhance convergence through appropriate
guidance. This requires that the problem features can be fully
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exploited to make the algorithm smarter. Prior research sug-
gests that inverse RL is well-suited for optimizing problems
[125]. Based on this, researchers can further design the EA
framework accordingly. It is necessary to judge whether the
information explored by the algorithm itself is valuable for
problem evaluation. Only when the information is valuable
can it be used as knowledge to guide the algorithm for further
searches.

5. RL-assisted local search and population search
information interaction: Currently, numerous studies have
employed RL-assisted LS, yielding commendable optimiza-
tion performance. However, the strategies employed in these
studies solely concentrate on LS without considering the im-
pact of invalid or erroneous searches on population searches.
Particularly when LS is executed in the wrong direction, it
not only fails to obtain improved outputs but may also lead
to deteriorating search performance. Hence, it is imperative
to design an information interaction mechanism between
LS and population search to avoid such situations. This
mechanism should ensure that the algorithm can proceed in
a more optimized direction.

6. Combining multiple RL methods: Most existing
RL-EAs use only one RL method, which can only improve
the algorithmic performance from a single aspect. Such
improvement is often insufficient for solving a complex
optimization problem, and therefore many improved ver-
sions of EA are designed in detail for multiple aspects of
the algorithm. These algorithmic improvement ideas can
be practically all realized by RL methods. Since RL is
categorized into value-based and strategy-based, two types
of decisions can be made for both discrete and continuous
classes. By utilizing multiple RL methods simultaneously,
the algorithm can be improved in several ways to obtain
better performance.

7. Low-overhead RL training methods: The model
training method employed in the existing RL-EA is identical
to that used for the standalone RL model. While this classical
training approach incurs high costs when applied to RL-
assisted EA, a low-overhead alternative would significantly
enhance the practical value of the algorithm. For example,
the evolutionary strategy method proposed by OpenAl can
train RL at a much lower cost than the traditional backprop-
agation training method [126]. Besides, some pre-training
methods and transfer learning methods can also be used to
reduce the training workload of RL models.

8. Theoretical analysis of RL-EA: Despite the existing
literature on RL-EA, researchers have predominantly fo-
cused on devising novel algorithmic mechanisms to enhance
optimization performance and validating them through ex-
tensive simulation experiments. Theoretical analysis of each
component and the entire RL-EA is imperative, as it can
provide valuable guidance for subsequent researchers in
designing their algorithms to address optimization problems
and enhance algorithmic design objectives. These studies do
not fundamentally advance the widespread use of RL-EA
because they only show that RL-EA is effective for specific
problems. It is necessary to analyze each component and the

whole RL-EA theoretically. This work can guide subsequent
researchers to make effective improvements based on the
optimization problem to be solved and the design goals of
the algorithm.

9. Efficient RL hyper-parameter setting methods: The
combination of RL and EA makes the new algorithm smart
and efficient. However, the integration of these new methods
leads to an increasing number of hyper-parameters within
the algorithm. Consequently, setting hyper-parameters in
RL-EA becomes a time-consuming task. Specifically, deter-
mining parameters such as learning rate and discount fac-
tor, which significantly impact the algorithm’s performance,
poses a previously unmet challenge within this integrated
framework. In the face of this new challenge, it is imperative
to propose a novel approach to setting hyper-parameters in
RL that offers flexibility to adapt to optimization objectives
or actual usage requirements, thereby enabling effective
responses to diverse optimization scenarios. In addition, tai-
lored tuning methods for RL-EA can be designed to further
improve the performance of the algorithm.

10. Benchmark for RL-EA: In the literature on opti-
mization problems solved by RL-EA, the benchmarks uti-
lized are either identical or randomly generated as those
employed in traditional EA. Existing EA benchmarks are
not sufficient to test the newly proposed RL-EA. Therefore,
it is imperative to develop tailored RL-EA benchmarks.
Although designing RL-EA benchmarks poses challenges,
one expedient approach is to derive them from existing EA
benchmarks with appropriate modifications.

9. Conclusion

This paper has presented a comprehensive survey of RL-
EA for optimization, mainly focusing on its strategies and
applications. Firstly, we analyze the ways of combining RL
and EA, including direct and indirect integration. By deter-
mining the appropriate integration approach, researchers can
quickly establish algorithm structures and concentrate on
strategy design. Next, we present the RL-assisted strategies
and other attribute settings in RL employed in previous
studies. With the assistance of RL, evolutionary operations
within EA, such as solution generation, fitness evaluation,
operator selection, and parameter control, can be effectively
executed. This assisted approach in the algorithm can en-
hance the RL-EA’s ability to conduct efficient search opera-
tions based on the acquired environmental information. We
then statistically analyze the application of RL-EA in various
domains and find that while some research results have
been achieved, there is still significant potential for further
development whether in general or in specific domains. The
use of RL-EA to solve optimization problems across diverse
fields can enhance the research of related algorithmic and
the emergence of more valuable algorithms. Finally, we
summarize existing challenges and suggest some potential
future directions for integrating RL into the EA framework.
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