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A B S T R A C T   

Job recommendation is crucial in online recruitment platforms due to the overwhelming number of job postings. 
Job seekers spend considerable time and effort searching for suitable employment. With millions of job seekers 
browsing job postings daily, the demand for accurate and effective job recommendations is more pressing than 
ever. To address this challenge, we propose IHGCN, an improved semi-supervised heterogeneous graph con-
volutional network model for job recommendation. IHGCN aims to provide job recommendations for early job 
seekers based on their resumes. Firstly, we introduce a novel labeling classification standard specifically tailored 
to early job seeker resumes. Secondly, we construct a heterogeneous resume graph where each resume is rep-
resented as a node. Job recommendation is treated as a multi-classification problem. Thirdly, our IHGCN model 
learns a node representation from the graph to perform effective job recommendations. To evaluate our model, 
we conduct experiments using a real-world resume dataset obtained from LinkedIn. The results demonstrate that 
IHGCN outperforms the baselines by around 10%. This study highlights the benefits of leveraging meta-paths 
within the Graph Convolutional Network model to address the sparsity problem caused by the one-hot repre-
sentation of nodes.   

1. Introduction 

In recent years, the rapid advancement of AI-related technologies has 
led to the emergence of various online recruitment platforms such as lin 
kedin.com ,1 indeed.com ,2 maimai.cn ,3 careerbuilder.com .4 These 
platforms aim to provide services for both job seekers and employers. 
One of the key tasks for recruitment platforms is to recommend suitable 
job opportunities to job seekers. According to data from the 2022 
LinkedIn Pressroom,5 LinkedIn alone holds a user base of over 
850million, with more than 58 million listed companies, over 120,000 
schools, and approximately 39,000 skills listed. With such a vast number 
of job vacancies and job seekers, it becomes challenging for recruiters 
and recruitment platforms to promptly identify the right match. Intui-
tively, early job seekers face the initial challenge of determining the 

specific job they are willing to commit to. In practice, recruiters pay 
more attention on two crucial aspects of resumes: education background 
and skill level. The educational background reflects job seekers’ 
commitment to long-term endeavors, while the skill level demonstrates 
their ability to acquire new knowledge and skills. 

The traditional recruitment process heavily relies on subjective 
experience, making it difficult to quantitatively and comprehensively 
evaluate resume information. Classical machine learning methods have 
been used for job recommendations based on work history (Paparrizos 
et al., 2011), but they cannot be directly applied to early job seekers. 
Some deep learning related methods, such as Convolutional Neural 
Networks (CNN) and Long Short-Term Memory (LSTM), have been 
applied in the recruitment process (Qin et al., 2020; Flambeau and 
Norbert, 2021; He et al., 2019) but not specifically for job 
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recommendation (Kavianpour et al., 2021a, 2021b, 2022a). Further-
more, existing researches heavily relies on manual features and expert 
knowledge, which is costly, difficult to update, and prone to errors 
(Seveso et al., 2021). In fact, collecting a reliable resume dataset (Zhu 
et al., 2016) poses challenges due to privacy concerns. Resumes are 
typically sent directly towards target recruiters and not freely available. 
Moreover, few datasets contain valid matches between job offers and 
resumes, making it challenging to obtain ground truth. Additionally, 
most research focuses on labor market participants (Dave et al., 2018) 
rather than early job seekers, such as graduates who have not yet 
entered the labor market. Considering the impact of COVID-19,6 uni-
versities have expanded the enrollment,7 leading to a significant in-
crease in the number of fresh graduates entering the job market in the 
coming years. However, fresh graduates have often lack sufficient 
knowledge about the job market and struggle to make informed de-
cisions regarding job selection. Therefore, it is imperative to develop a 
personalized and accurate model to recommend suitable jobs for early 
job seekers. The challenge lies in training a job classifier specifically 
tailored to early job seekers using unstructured plain text resume data. 

To address these challenges, we propose an Improved semi- 
supervised Heterogeneous Graph Convolutional Network model 
(IHGCN) for job recommendation. Specifically, we first construct a large 
heterogeneous resume graph by using a dataset of early jobseekers’ 
resume. In this graph, each node represents an individual job seeker’s 
resume, and the edges are formed based on the “also-viewed” attribute, 
which is derived from LinkedIn’s underlying statistics. By formulating 
our tasks as a node classification problem within this graph, we aim to 
provide effective job recommendations. To overcome the sparsity of 
node embeddings (Kipf and Welling, 2016), we introduce meta-paths to 
the adjacency matrix of the Graph Convolutional Network (GCN) model. 
By incorporating these meta-paths, we enhance the connectivity and 
information flow within the graph. This augmentation ultimately en-
ables us to obtain enriched node embeddings, which serve as the foun-
dation for generating accurate job recommendations through the IHGCN 
model. To summarize, our work makes the following contributions:  

• We propose a novel framework for job recommendation problem, 
consisting of key components. Firstly, we construct a heterogeneous 
resume graph by preprocessing the job seekers’ resume dataset. 
Secondly, we leverage the IHGCN model to obtain node embeddings, 
which capture the essential features of the job seekers. Lastly, we 
utilize the node classification approach to provide suitable job 
recommendations. 

• We propose the IHGCN model, an improved semi-supervised het-
erogeneous GCN model, specifically designed to provide job rec-
ommendations for early jobseekers. By incorporating meta-paths 
into the GCN model and addressing the sparsity problem caused by 
one-hot representations, our model offers enhanced performance 
and accuracy in job recommendations.  

• We conducted extensive experiments on real-world datasets to 
evaluate the effectiveness of our proposed model compared with 
state-of-the-art baselines. 

This paper is organized as follows in the subsequent sections. Section 
2 introduces the relevant literature on Human Resource Management 
(HRM) and Graph Neural Network (GNN). Section 3 presents the 
necessary preliminaries and provide a formal definition of the problem. 
Section 4 give the overview and details of IHGCN model. Section 5 

describe and analyze the experimental results. Section 6 conclude and 
propose perspectives. 

2. Related works 

In this section, we briefly introduce some researches related to this 
paper. Data-driven HRM and GNN model is related to our work from the 
application view and the technical view respectively. 

2.1. Data-driven Human Resource Management 

Recruitment plays a pivotal role in HRM. The emergence of online 
recruitment platforms has provided large and informative recruitment 
datasets, opening up new perspectives for recruitment analysis (Xu 
et al., 2018)– (Kenthapadi et al., 2017). For instance, Boselli et al. 
(2017) collected online job vacancies over 7 million over 5 EU countries 
and automatically classified them under ESCO taxonomy via machine 
learning for labor market intelligence. In addition, Dave et al. (2018) 
gathered a dataset of 20 million resumes from CareerBuilder.com and 
proposed a jointly representation learning model to offer better job and 
skill recommendations. Furthermore, Liu et al. (2019) introduced the 
Industrial and Professional Occupation Dataset (IPOD), which includes 
over 192,000 job titles from 56,648 LinkedIn profiles. This dataset 
serves as a valuable resource for both researchers and professionals in 
the field. Given the challenges faced by job seekers and recruiters 
regarding market dynamics, Zhang et al. (2016) proposed a detailed 
generalized linear mixed model called GLMix. This model demonstrated 
the ability to generate between 20% and 40% more job applications for 
job seekers in the LinkedIn job recommender system. At the fine-grained 
level, Wu et al. (2019) analyzed 2,284,903 job advertisements posted by 
147,690 companies on Lagou websites (Zhu et al., 2016) and introduced 
a trend-aware approach for analyzing skill demand. 

Person-job fit is the key task of online talent recruitment. Recently, 
studies about matching the job requirements and resumes have become 
a conspicuous topic in intelligent HRM domain. To reduce the reliance 
on human labor, Qin et al. (2018) proposed a novel end-to-end Abil-
ity-aware Person- Job Fit Neural Network model, namely APJFNN, 
aiming at measuring the matching degree between resume and job re-
quirements. Some researchers try to achieve person-job fit by reducing 
the skill gap in labor market. Börner et al. (2018) analyzed and visual-
ized skill discrepancies between academic, industry, and education in 
data science and data engineering (DS/DE) domain, revealing the crit-
ical need to provide soft skills for the data economy. Besides, Xu et al. 
(2018) developed a data-driven model for measuring the popularity of 
job skills and help talents choosing the right skill to learn and then 
staying in gainful employment. In fact, recruitment is a two-way selec-
tion process, which should meet the bilateral needs of both job seekers 
and recruiters. Yang et al. (2022a) suggested a method that utilizes 
dual-perspective graph representation learning to model directed in-
teractions between job seekers and jobs. In order to bridge the semantic 
gap between textual job postings and textual resumes, Yao et al. (2022) 
suggested a person-job fit approach that enhances the model with 
external knowledge fused into the graph representation learning. 

Besides, some studies provide better skill and job recommendations 
based on job seekers’ current skill sets and job requirements. Referring 
to the recommendation questions, there are currently three main 
methods: content-based filtering (Lops et al., 2011), collaborative 
filtering (Koren et al., 2021) and hybrid approaches (Basilico and Hof-
mann, 2004). Content-based methods make recommendations based on 
the similarity of resumes, but face the challenges of over-specialization 
and the need for a large amount of labeled data. In addition, collabo-
rative filtering methods (Papadakis et al., 2022), (Alhijawi and Kilani, 
2020) try to recommend item based on user behavior similarities, but 
suffering from new-user problem and sparsity problem. Hybrid ap-
proaches (Sun et al., 2021), (Velickovic et al., 2017) is a combination of 
more than one filtering method into a unified system. Besides, some 

6 “Four-Year Colleges with the Highest Enrollment Growth During COVID- 
19.” https://www.onlineu.com/magazine/college-enrollment-increases-dur 
ing-covid. 

7 “This year’s master’s degree, college-education expansion of 511,000 peo-
ple - Xinhua.” http://www.xinhuanet.com/politics/2020-05/13/c_11259 
76668.htm. 
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researchers use utility-based (Zihayat et al., 2019), Knowledge-based 
(Tarus et al., 2018) and demographic approaches (Pazzani, 1999) to 
solve the recommendation problems. Considering the bilateral satis-
faction, reciprocal recommender system define the task as an 
user-to-user recommendation problem,which is also applied in recruit-
ment (Su et al., 2022). Dave et al. (2018) build three types of informa-
tion networks, job transition networks, job skill networks, and skill 
co-occurrence networks from historical job data, and proposed a rep-
resentation learning model aimed at providing better jobs and skill 
recommendations. In addition, researches on skill recommendation 
suggests that due to the dynamics of skill learning and the uncertain 
benefits, talents lack sustainable guidance in vocational skill learning. 
Sun et al. (2021) introduced a recommender system based on deep 
reinforcement learning that is both cost-effective and capable of 
providing personalized job skill recommendations. 

The vast volume of data generated by online recruitment platforms 
has created an opportunity for intelligent HRM. Numerous studies have 
focused on areas such as person-job fit, skills and job recommendation. 
However, to our best knowledge, there is currently a lack of research 
specifically addressing job recommendation for early job seekers. This 
knowledge gap underscores the urgency and importance of conducting 
this study, which aims to fill this void and provide effective job rec-
ommendations tailored to the needs of early job seekers. 

2.2. Graph Neural Network 

Research on GNNs is closely intertwined with the field of graph 
embedding and has garnered increasing interest in the realm of machine 
learning. Graph embedding aims to represent nodes in a low- 
dimensional vector space while preserving the network topology and 
node information for various tasks such as classification, clustering, and 
recommendation. One significant GNN model designed specifically for 
graph data is the GCN. GCN (Kipf and Welling, 2016) serves as a 
semi-supervised classification framework, particularly useful when only 
a small subset of node labels are available in the graph. In GCN, the 
feature vector of each node is updated by aggregating the feature vectors 
of its neighboring nodes, enabling the refinement of node representa-
tions. In the traditional GCN approach, all neighboring nodes are 
considered equally important. However, in practical scenarios, certain 
nodes possess greater importance than others within the graph. To 
address this limitation, Graph attention networks (GAT) (Velickovic 
et al., 2017) offer a solution by introducing an attention mechanism that 
assigns weight factors to each connection based on the importance of the 
respective neighbor. The attention mechanism of GAT enables each 
node to dynamically adapt its attention weights for neighboring nodes, 
facilitating a more refined capturing of node relationships. 

In recent years, GNNs have gained significant attention and have 
been widely utilized in various problem domains due to their excep-
tional performance. In the field of Natural Language Processing (NLP), 
GNNs have been applied to text classification (Yao et al., 2019a), 
(Hamilton et al., 2017) referring use inter-relationships between docu-
ments or words to infer document labels. Additionally, GNNs have been 
employed in graph-based recommendation systems (Pradhyumna and 
Shreya, 2021). This involves learning node-level or graph-level repre-
sentations and utilizing the relationships between nodes along with their 
content information to provide personalized recommendations. GNNs 
have also made substantial contributions to computer vision-related 
domains. They have been extensively used in tasks such as 
human-object interaction (Yang et al., 2022b), scene graph generation 
(He et al., 2022), few-shot image classification (Chen et al., 2022), ac-
tion recognition (Yao et al., 2019b), (Hao et al., 2021) semantic seg-
mentation (Li et al., 2021), visual inference (Guo et al., 2021) and 
question answering (Narasimhan et al., 2018), (Yasunaga et al., 2021). 
GNNS also are applied in program verification (Si et al., 2018), social 
influence prediction (Qiu et al., 2018), event detection (Nguyen and 
Grishman, 2018), taxi-demand prediction (Yao et al., 2018) and bearing 

fault diagnosis (Ghorvei et al., 2023), (Kavianpour et al., 2022b). The 
application of GNNs in these areas has shown promising results, 
enhancing the understanding and interpretation of visual data. 

As mentioned above, GNN-related variants have been widely used to 
solve related problems in various fields, except for recruitment, due to 
the ability to learn without labor-intensive feature engineering. Tradi-
tionally, graph structures are used to manage rich data. Surprisingly, 
deep graph learning models have not been studied for job recommen-
dation problems. Moreover, these studies ignored early job seekers with 
rarely work experience. In this paper, we propose an improved semi- 
supervised classification with HGCN model for job recommendation, 
namely IHGCN, which is well-designed for early job seekers. 

3. Dataset description and problem definition 

In this section, we will give a brief description about the dataset, and 
then analyze and define the problem. 

3.1. Dataset description 

The dataset used is randomly selected from a larger corpus consisting 
of 2,985,414 publicly available LinkedIn user profiles (Zhang et al., 
2015). Each profile within this dataset contains a variety of information 
written in natural language, including personal details, educational 
background, skills related information and so on. For our purposes, we 
consider each profile on the LinkedIn platform as a user resume. To 
establish connections between resumes, we utilize the “also-viewed” 
attribute which is a list of other resumes that have been viewed by users 
who have viewed this resume. The “also-viewed” attribute indicates the 
existence of a potential relationship between these resumes via Link-
edIn’s underlying algorithm. Our research subject is early job seekers, 
which mainly consist of fresh graduates with barely no work experience 
who have not yet formally entered the labour market. The resumes of 
early job seekers typically contain information regarding their educa-
tional background and relevant skills. It is the target group that we aim 
to provide job recommendations for. Before conducting our analysis, we 
preprocess the resume dataset and obtain a dictionary comprising 
various entities, including 4,534◦ entities, 6,402 major entities, 9,307 
university entities, 16,299 skill entities, and 832 industry entities. These 
entities play a crucial role in representing and understanding the in-
formation contained in the resumes. 

Additionally, we have devised an interpretable labeling method that 
takes into account various factors such as the dataset’s nature, the in-
sights of HR experts, the classification criteria used by mainstream 
recruitment platforms, and established classification standards. 

To ensure accuracy and consistency in labeling, we engaged the 
expertise of three human resource domain experts, each possessing more 
than five years of experience in recruiting. The manual labeling and 
preprocessing of the entire dataset required over 500 h manual effort. 
The process of manual labeling and preprocessing of the resume infor-
mation is visualized in Fig. 1. 

In this study, jobs are classifying into six categories, including 
Technical, Management, Operational, Marketing, Functional, and Research 
& Development. The raw resume data written in natural language con-
tains a wide range of categories for each feature attribute. Thus, we 
streamlined the labeling process by assigning labels based on specific 
criteria. We divide all input resume information into two dimensions: 
Education and Skill. Specifically, the education dimension is divided 
into three related attributes: Major (Maj), Degree (Deg), and Uname 
(Unr). The following are the label criteria for different feature attributes:  

• Major is classified into six categories: Arts & Humanities, Engineering 
& Technology, Life Sciences & Medicine, Natural Sciences, Social Sci-
ences & Management, and Others.  

• Degree is grouped into six classes: Postdoc, Doctor, Master, Bachelor, 
Pre-college, and Others. 
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Fig. 1. The schematic diagram of data pre-processing.  

Fig. 2. The detailed description of the input attributes and output classes. The input features are two dimensions: Education and Skill. Specifically, the Education 
dimension is further divided into three attributes: Major, Degee, and Uname. 
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• Uname, representing the world rankings of universities, is divided 
into five levels: Top 10, Top 50, Top 100, Top 200, and Over 200.  

• Skill is grouped into six types: Arts & Humanities, Engineering & 
Technology, Life Sciences & Medicine, Natural Sciences, Social Sciences 
& Management, and Others. 

For greater clarity, we provide a detailed overview of the specific 23 
input attributes and 6 output categories in Fig. 2. In addition, the 
detailed explanation of each attribute can be found in Table 2. Besides, 
the detailed descriptive information and abbreviations related to the 
output job labels are listed in Table 1. 

3.2. Problem formulation 

In this section, we first analyze the problem, then define several 
related concepts and symbols, and finally describe the problem studied 
in this paper. 

Early job seekers, or fresh graduates, lack work experience but 
possess a certain level of education, skills, and learning ability. Due to 
their limited job market knowledge, they often struggle to make 
informed job choices. Additionally, the abundance of job opportunities 
further complicates their decision-making process, requiring them to 
invest a significant amount of time to find a suitable career path. To 
address this issue, this study proposes an effective solution that lever-
ages education and skills-related information from resumes to assist 
early job seekers in quickly identifying suitable job opportunities. 

Job recommendation research based on early job applicant resume 
data aims to provide decision support for job applicants, recruiting 
companies, and recruitment platforms. For job seekers, recommenda-
tions based on real datasets offer greater reliability, reduce the time 
spent on job search, and enhance the potential for better career devel-
opment. Recruiting companies can efficiently screen out unsuitable job 
seekers from a large pool of resumes, thereby saving valuable manpower 
resources. On the other hand, recruitment platforms can benefit from 
accurate job recommendations by expediting the person-job matching 
process, improving the recruiting success rate, and enhancing the 
overall user experience. 

3.2.1. Definition 1. Heterogeneous network 
A heterogeneous graph is defined as G = {V ,E }, where V is the 

node set and E represent the edge set. The network schema of the graph 
denoted as, TG = (A ,L ), serve as a meta-template for the graph G . The 
mapping function from the node set to the node type set is represented 
by φ(v) : V →A , while the link set is mapped to the link type set by 
φ(e) : E →R . For each node, v ∈ V is associated with a typical node type 
φ(v) ∈ A . Also, for each link e ∈ E is associated with one typical link 
type φ(e) ∈ L . The sets of node types and link types are denoted by A 

and L , respectively. In Heterogeneous Network, |A | + |L | > 2. 

3.2.2. Definition 2. Meta-path 
A meta-path is a path defined on the graph of network schema TG =

(A , L ), and represent a sequence of links between node types: P =

A 1
L1
→

A 2
L2
→

... Lk
→

A k+1, in which T i ∈ T , i ∈ {1,2, ..., k+1} and L k ∈ L ,

i ∈ {1,2, ..., k }. The meta-path defines a collection of relation L =

L 1 L 2⋯L k between type A 1 and A k+1, in which ∘  represents the 

composition operator on relations. Meta-paths extend the concept of link 
types in heterogeneous networks and carry distinct semantics depending 
on their composition. 

The purpose is providing job recommendations for early jobseekers 
based on their resumes. We use Res = {r1, r2, ..., rn} to denote n early 
jobseekers’ resumes. As shown in Fig. 1, resumes mainly include two 
parts: educational background and skill related information, which is 
denoted as Res = {Edu, Sk}. Every job applicant may have several 
educational experiences, denoted as Edu = {e1,e2,...,et}. The smaller the 
t, the earlier the job seeker’s educational experience. In other words, et 
represent the most recent educational experience. As shown in Fig. 1, 
educational background Edu on resumes includes three aspects: aca-
demic qualifications Deg, the world ranking of university Unr and major 
Maj. The educational background of the early jobseekers can be denoted 
as Edu = {Deg, Unr, Maj}. Skill-related information Sk is labeled as j 
types, defined as Sk = {s1, s2, ..., sj}. 

Moreover, we treated the job data as categorical data due to the 
excessive complexity and scatter, and denoted as Job = {T1,T2, ...,To}. 
Thus, resume information can be described by a set of attributes, 
denoted as Res = {Deg,Unr,Maj, Sk}, where r∗ represents attribute in-
formation for each resume. The “also-viewed” data is denoted by 
Vn1×n2 = {vr1r2 |r1 ∈ Res, r2 ∈ Res}. Overall, this study aims to learn a 
multi-class classification model F and provide recommendations on job 
Job based on resume information, ∀r∈R,Job = argmax

n∈R
F(rn|Deg,Unr, Maj,

Sk). 
For better understanding, we provide a comprehensive list of the 

significant mathematical symbols employed in Table 2. And, Fig. 3 il-
lustrates the correlation matrix among each input variable. 

4. Method 

In this section, we introduce the proposed IHGCN model, an 

Table 1 
The detailed description of data classification.  

Job Category Abbreviation Number of samples 

Technical Tech 3833 
Management Mgmt 643 
Operational Ops 577 
Marketing Mktg 4186 
Functional Func 107 
Research & Development R&D 653  

Table 2 
Important mathematical symbols.  

Symbols Description 

Res Represents a collection of resumes for early job seekers 
Edu Represents educational background information in resume 
Deg Represents academic qualifications information in resume 
Unr Represents school world ranking information in resume 
Maj Represents major information in resume 
Sk Represents skill-related information in resume 
Job Represents job information in resume  

Fig. 3. The correlation matrix between each input variable.  
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Improved semi-supervised HGCN model for Job Recommendation 
（IHGCN）. The overall framework of IHGCN is presented in Fig. 4. The 
IHGCN model mainly contains three modules. The first part is to obtain 
the jobseekers’ resume representation. The second part is the hetero-
geneous graph convolutional network with meta-path, which captures 
the relations between jobseekers. The third module is to train and pre-
dict for job recommendation. This model helps early job seekers select 
suitable jobs by analyzing their education and skill-related information. 

4.1. Heterogeneous resume graph construction 

The first phase is constructing the resume graph. In this part, we aim 
at transforming the original resume data Res into a heterogeneous graph. 
We let G = (Res,V) denote the resume 

dataset, where Res is the set of resumes, V is the set of links. The 
number of nodes in the graph N is the number of resumes (id size) in the 
dataset. The goal is to learn the function of features on the resume graph 
G = (AG,LG). 

4.1.1. Feature matrix construction 
In the graph, each vertex corresponds to an early jobseeker’s resume, 

as shown in Fig. 4. The feature matrix Xω ∈ RNe×df , where df is the 
dimension of feature vector. We use Xω

(i) to denote the feature vector of 
ith jobseeker. We simply set the feature matrix X = I as an identity ma-
trix. Each resume is denoted as a one-hot vector as the input to IHGCN. 

4.1.2. Adjacency matrix construction 
As shown in the left bottom of Fig. 4, we combine the adjacency 

matrix B with meta-paths matrix. Firstly, we use attribute “also-viewed” 
to construct adjacency matrix B between users’ resumes. The “also- 
viewed” attribute contains a list of users shown on the user’s LinkedIn 
homepage, which means users who see this user’s resume also sees those 
ones. In short, this user’ s resume is similar to the resumes in the also- 
viewed list based on the LinkedIn’s data analyze. In addition, we as-
sume that two resumes with similar specific meta-paths are more com-
parable in job selection. Specifically, we aggregate the adjacency matrix 
B and different meta-paths P as a new adjacency matrix. We obtain 
node embeddings under different meta-paths separately and then 
aggregate them to get the final embedding. We present a toy example in 
Fig. 4 to illustrate this process. 

Different meta-paths capture the semantic relationships between 
early jobseekers from different views, as shown in Table 3. For example, 
the meta-path of “RDR” indicates two early jobseekers have the same 

academic degree level. And, meta-path “RSR” represents two resumes 
have the similar skill type. Generally speaking, early jobseekers, who 
have certain similar meta-paths, are more likely to be qualified for the 
same job. 

4.1.3. Graph construction 
The Heterogeneous Resume Graph G proposed in our IHGCN model 

is a heterogeneous, attributed, unweighted graph for the sake of 
simplicity. A resume represents a node, and each node has its own fea-
tures. We set these nodes features to form an N× M-dimensional feature 
matrix X. The relationship between each node is formed as an N×

N-dimensional matrix B, also known as the adjacency matrix. Overall, 
feature matrix X and adjacency matrix B is the input of our IHGCN 
model. 

Define the heterogeneous resume graph as G = (AG, LG). AG is a 
composition of different types of vertices and LG is a collection of various 
links, where each edge lG ∈ LG and each vertex aG ∈ AG. Each node is 
assumed to be connected to itself, i.e., (aG, aG) ∈ AG for any aG. Define 
feature matrix as X ∈ Rn×m, where m is the dimension of the feature 
vectors and n is the number of nodes. Each row xa ∈ Rm is the feature 
vector for a. Define the adjacency matrix B of the heterogeneous resume 
graph G and its degree matrix D as Dpp =

∑
pBpq. The adjacency matrix’s 

diagonal elements B are assigned to 1 due to the self-loops. Also, the 
edges among nodes are built on also-viewed attribute between resumes 
(resume-resume edges). 

4.2. IHGCN model 

In IHGCN model, we consider a three-layer heterogeneous graph 
convolutional network model for semi-supervised node classification. 
GCNs are to aggregate feature information from a node’s first-order 

Fig. 4. The overall framework of our proposed IHGCN. The variables of Z, H, S and Y in GCNs denote hidden representations via GCN layers, hidden representations 
via ReLU layer, hidden representations via SoftMax layer, and labels respectively. 

Table 3 
The semantic meaning of meta-paths designed for datasets.  

Meta- 
path 

Semantic meaning 

RDR Two resumes with the same academic degree level are more likely to be 
qualified for the same job. 

RSR Two resumes with the same skill type are more likely to be qualified for 
the same job. 

RUR Two resumes with the same rank level of university are more likely to be 
qualified for the same job. 

RMR Two resumes with the same major category are more likely to be 
qualified for the same job.  
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neighbors, as shown in Fig. 5. Therefore, IHGCN model can capture the 
information about near neighbors with two layers of convolution. 
IHGCN model operates directly on the graph and induces the node 
embedding vectors based on their neighborhood properties. When 
stacking multiple GCN layers, information about larger neighborhoods 
is aggregated. 

The first layer of our IHGCN model is the input layer. Suppose there 
are N nodes in the resume graph, and each node represents an early 
jobseeker’s resume. Each node has its own features, and these node 
features form an N× D-dimensional feature matrix X, where N is the 
number of nodes and D is the number of input features. In addition, a 
representative description of the graph structure in matrix form is N×

N-dimensional adjacency matrix B, which denotes the relationship be-
tween each node. X and B are the inputs of our IHGCN model. 

The second and third layer of our IHGCN model is the hidden layer. 
Every layer of the neural network can then be expressed as a non-linear 
function: 

f
(
H(l),B

)
=RELU

(
BH(l)W(l)) (1) 

where H(0) = X and H(L) = Z, where l is the number of layers, and Z is 
the graph-level outputs. Also, W(l) is a weight matrix for the lth neural 
network layer and RELU( ⋅) is a non-linear activation function ReLU, and 
RELU(x) = max(0,x). 

To sum up all the feature vectors of the node itself and all neigh-
boring nodes, we enforce the self-loops in the resume graph by adding 
the identity matrix to B: ̃B = B+ I, where I is the identity matrix. Also, in 
order to take the average of neighboring node features, we normalizing 
B by summing all rows to one: D− 1B, where D is the diagonal node de-
gree matrix. And then, the normalized symmetric adjacency matrix B̃ is 
calculated as: B̃ = D̃− 1

2BD̃− 1
2, where D is a diagonal degree matrix of B̂, 

D̃ii =
∑

jB̃ij. 
In our IHGCN model, every HGCN layer can be updated by: 

H(l+1) = σ
(

D̃− 1
2B̃D̃− 1

2H(l)W(l)
)
+ H(l) (2) 

where B̃ is the adjacency matrix and D̃ is the diagonal node degree 
matrix of B̃. 

4.3. Prediction and training 

After building the resume graph, we feed the graph into a three-layer 
HGCN model. The first layer is the input layer, and the second and the 
third layer node (resume) embeddings have the same size as the labels 
set. And then, we fed the node embeddings into a softmax classifier: 

Z = f (X)= σ(ReLU(XW0)W1) (3) 

Where X is the feature matrix, W0 ∈ RC×H and W1 ∈ RH×F is the 
weight matrix for a hidden layer with H feature maps, that from input to 
hidden layer and from hidden to output layer respectively. σ represent 

the Softmax layer: soft max

(

xi) =
exp(xi)∑C
j=1

exp(xj)
. In addition, the function 

mentioned above generates an output Z at the node level, which is 
represented as a feature matrix with dimensions N× F, where F corre-
sponds to the number of features produced for each node. 

Since our problem is a multi-classification problem, we define the 
loss function as the Negative Log Likelihood loss: 

log P(D |θ) =
∑n

i=1
log
(

ŷ(yi)
θ,i

)
(4) 

where yi represent only calculate the logarithm of the probability 
value corresponding to the true category for C categories. For example, if 
C = 2, then ŷ(1)

θ,i = ŷθ,i and ŷ(1)
θ,i = 1 − ŷθ,i, where y ∈ (0,C − 1) for the C 

categories labels, ŷi ∈ (0,1) follow the probability distribution and sum 
to 1. 

5. Experiments 

This section provides the details of experiments carried out on an 
actual dataset for verify the effectiveness of our IHGCN model. 

5.1. Baselines 

For multi-class classification problems, the category is judged by 
existing feature attributes, and the result is multiple categories. To study 
the effectiveness and feasibility of IHGCN, we select 8 comparison 
methods and transform the resume data into the form models needed. 
For GNN-based algorithms, we chose GCN (Kipf and Welling, 2016), 
GAT (Velickovic et al., 2017) and NodeFormer (Wu et al., 2022) as 
baselines for their powerful classification ability. Also, we select some 
typical graph embedding algorithms, such as DeepWalk (Perozzi et al., 
2014), Node2vec (Grover and Leskovec, 2016), LINE (Tang et al., 
2015), SDNE (Wang et al., 2016), Struc2vec (Ribeiro et al., 2017).Some 
classical methods are chosen as baselines, including Support Vector 
Machine (SVM) (Cortes and Vapnik, 1995), K-Nearest Neighbor 
(KNN) (Tibshirani), Adaboost (AB) (Freund and Schapire, 1996), 
Random Forest (RF) (Breiman, 2001), Logistic Regression (LR) 
(Bailly et al., 2022) and Naive Bayes Classifier (NBC) (Rrmoku et al., 
2022). 

Fig. 5. Schematic diagram of multi-layer graph convolutional neural network structure.  
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• GCN is utilized for semi-supervised learning on data structured in 
graphs, and it serves as a more efficient version of convolutional 
neural networks. It is ingeniously designed for the extraction of 
features from graph data, enabling the use of these features for node 
classification purposes.  

• GAT employs an attention mechanism for more effective neighbor 
aggregation, in contrast to GCN. GAT does not require complex 
matrix operations or prior knowledge of graph structures. GAT as-
signs different importance to different nodes in the neighborhood 
during the convolution process by overlaying self-attention layers. 

• NodeFormer is a novel Transformer-style network for node classi-
fication on large graphs, addressing deficiencies of GNNs. It in-
troduces efficient all-pair message passing scheme and kernelized 
Gumbel-Softmax operator for learning latent graph structures, 
demonstrating promising efficacy in various tasks. 

• DeepWalk is an unsupervised graph embedding model which gen-
erates embeddings by simulating random walks on a graph and using 
skip-gram to learn node representations. It preserves the local 
structural information of the graph.  

• Node2vec is a graph embedding method which builds on DeepWalk 
by introducing biased random walks that can explore both breadth- 
first and depth-first search strategies, which can capture both the 
local and global structures of the graph.  

• LINE generates embeddings by preserving both the first-order 
(directly connected nodes) and second-order (co-occurring nodes 
in the neighborhood) proximity of the graph, but not performing well 
as the other models on highly sparse graphs. 

• SDNE is a deep learning-based method that reconstructs the adja-
cency matrix of the graph using a stacked denoising autoencoder. It 
can preserve both the global and local structures of the graph. 

• Struc2vec is a clustering-based graph embedding model which in-
troduces a hierarchical clustering technique to group nodes into 
different levels of granularity, and performs random walks on the 
hierarchical clusters to generate embeddings.  

• SVM approaches classification tasks by identifying a separation 
boundary, known as a classification plane, that maximizes the dis-
tance between the boundary and the nearest data points on each side, 
with the aim of effectively dividing the data points into separate 
classes.  

• KNN is relatively mature in theory and simple in idea, and can be 
used for both classification and regression. The idea of KNN is that if 
the majority of the K nearest (i.e., the closest neighbor in the feature 
space) samples near a sample belong to a certain category in the 
feature space, the sample also belongs to that category.  

• AB is an approach involves training multiple simple classifiers using 
the training data, and subsequently merging them into a powerful 
classifier  

• RF is a classifier that contains multiple decision trees and can handle 
multi-classification problems very well. The output class of RF is 
judged by each decision tree in the forest separately, and finally the 
predicted class is decided by the class selected the most.  

• LR is capable of addressing multiple classification tasks and is 
employed to express the probability of an event occurring. LR is 
straightforward to deploy, requiring minimal computational power, 
delivering fast results, and using minimal storage resources during 
the classification process.  

• NBC is one of the most widely used classification algorithms based on 
Bayesian theorem. The essence of the Bayesian classification algo-
rithm is calculating the conditional probability. 

5.2. Experimental settings and evaluation metrics 

For our proposed IHGCN model, we implemented the experiment in 
Pytorch Geometric 1.11.0. The experimental environment involved an 
Intel(R) Core (TM) i7-1065G7 CPU @ 1.30 GHz (8 CPUs). To evaluate 
the robustness of our proposed IHGCN model, we divided the dataset 

into three sets: 60% for training, 20% for validation to tune the pa-
rameters, and 20% for testing the performance. We apply grid search for 
tunning the hyper-parameters of the model: the learning rate is tuned 
amongst {0.00, 0.01, …, 0.05} and the dropout ratio in {0.1, 0.2, …, 
0.5}. The obtained optimized value for learning rate is 0.01 and dropout 
ratio is 0.2. We trained the model over 900 epochs and set the decay 
weight as 0.0005. In order to generate the same learnable parameters of 
the model initialization each time, the random number seed we set is 42. 
In this case, we set the number of hidden IHGCN layers with 16 units 
each. We adopt 2-step meta-paths for IHGCN model. 

To assess the classification performance of all methods, we selected 
five representative evaluation metrics in the literature (Grandini et al., 
2022): accuracy, precision, macro F1_score, and AUC.  

• Accuracy measures the proportion of predictions that a model is 
correct. It is calculated by the labels are correctly predicted over the 
total number of the instances. Accuracy = TP+TN

TP+FP+TN+FN.  
• Precision refers to the proportion of items identified as Positive by 

the model that are truly Positive. It can be calculated by dividing the 
number of accurately predicted positive labels by the total number of 
positive predictions. A higher precision indicates a lower rate of false 
positive identifications. 

Precison=
TP

TP + FP    

• Macro-F1 score combines both precision and recall under the 
concept of harmonic mean and finds the best trade-off between the 
two quantities. Recall is the ratio of correctly predicted positive 
items divided by the number of positively classified items. Recall =

TP
TP+FN，F1 score = 2⋅

( Precision⋅Recall
Precision+Recall

)
and macro − F1 score =

F1− score1+F1− score2+F1− score3+F1− score4+F1− score5+F1− score6
6 . 

where TP, TN, FP, FN denotes true positives, true negatives, false 
positives and false negatives, respectively. 

• AUC represents a probability and is indicative of how well a classi-
fication algorithm can distinguish between positive and negative 
samples. A higher AUC value suggests that the algorithm is more 
effective at placing positive samples ahead of negative ones, indi-

cating better classification performance. AUC =

∑

i∈PositiveClass
ranki −

P(1+P)
2

P×N×M 
Where P, N, M represent the number of positive samples, negative 
samples and classification categories correspondingly. 

5.3. Overall performance 

To evaluate the effectiveness of IHGCN, we analyze its performance 
against various machine learning models that exhibit differences in their 
classifier stages. Also, we evaluate the performance of GAT and GCN as 
its outstanding performance on other existing studies. 

Table 4 summarizes the performance comparison between IHGCN 
and various baseline models. IHGCN outperforms all the baselines 
significantly, demonstrating its superior performance. In the following, 
we discuss these results to gain some important insights. When 
comparing IHGCN with GNN without meta-paths, it is clear that adding 
meta-paths to the resume graph in HGNN improves the performance. 
This suggests that meta-paths capture syntactic and semantic relations 
among resumes, providing valuable additional information from resume 
data. The superior performance of our proposed IHGCN over the base-
lines highlights its ability to effectively combine node features and in-
formation from neighboring nodes for analyzing resume data. Overall, 
deep learning-based GNN algorithms achieve better performance, while 
GAT performs worse than IHGCN, indicating that unsupervised em-
beddings from GAT lack discriminative power in job classification. In 
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the task of using resume data for job recommendation, the attention 
mechanism in GAT performs slightly worse compared to the IHGCN. 
Machine learning algorithms generally perform better than graph 
embedding algorithms, except for Node2vec and NBC. Node2vec excels 
in capturing local and global graph information, generating rich se-
mantic node embeddings. However, NBC performs poorly in this node 
classification task, possibly due to its feature independence assumption 
may not hold in this complex resume graph structures. These insights 
provide valuable understanding of the performance and strengths of the 
different models. 

The overall performance results are presented in Table 4, with su-
perior outcomes highlighted in bold. The following observations can be 
made based on the findings in Table 4: (a) GNN-based models consis-
tently outperform classical machine learning baselines, indicating that 
the incorporation of node features and the utilization of deep neural 
networks can generate desirable node embeddings; (b) IHGCN surpasses 
all baselines across different scenarios involving early jobseekers’ 
resume data. The relative improvements (%) compared to the best 
baseline were 12.4%, 24.8%, 20.3%, and 15.6% for accuracy, precision, 
Macro-F1, and AUC, respectively. Furthermore, it becomes evident that 
the proposed enhanced GCN framework is highly effective and yields 
superior node embedding outcomes compared to the baseline methods. 
Also, the confusion matrix of the classification results is shown in Fig. 6. 

Due to severe imbalance of realistic data, we draw the confusion 
matrixes for marketing (Mktg) and technical (Tech) classes with rela-
tively large amount of data. Notably, the IHGCN model demonstrates 
versatility in addressing multi-classification problems and various types 
of recommender systems. 

The main reasons why IHGCN works well are two folds:  

1) IHGCN is an improved GCN model, where the node’s new feature is 
computed as a weighted average of the node itself and its second- 

order neighbors, using a special form of Laplacian smoothing (Li 
et al., 2018). By incorporating the characteristics of both the node 
and its neighbors in the heterogeneous graph, IHGCN effectively 
analyzes the nodes and performs well in node classification tasks. 

2) In IHGCN, meta-paths are introduced as features, allowing the het-
erogeneous resume graph to capture both the relations between 
nodes and the global node-metapath relations. This addition of meta- 
paths enhances the interpretability of the model and leads to 
improved performance in the experiments. By considering both local 
node-node relations and global node-metapath relations, IHGCN 
gains a better understanding of the resume graph, resulting in more 
effective job recommendations. 

5.4. Robust and sensitivity 

Fig. 7 illustrates the variation of test accuracy under different 
parameter settings. In. 

Fig. 7-(a), we observed that accuracy peaks when dropout reaches 
0.2. Then, accuracy gradually fluctuates and decreases with increasing 
dropout. In Fig. 7-(b), we plotted the classification performance of 
IHGCN with different learning rates. We found that the test accuracy 
reaches its optimal value and remains relatively robust at a learning rate 
of 0.01. Moreover, excessively high learning rates do not improve the 
classification performance and may result in oscillations. 

Fig. 8 illustrates the performance of the IHGCN model with different 
adjacency matrix configurations. And, the explanations of variables 
representing different adjacency matrix configurations are show in 
Table 5. The best performance, labeled as “AVDMUS” is achieved when 
the adjacency matrix includes the combination of four meta-paths 
related to the “also-viewed” attribute. In Fig. 8, “AV” represents the 
adjacency matrix constructed by the original GCN model using the “also- 
viewed” attribute. “AVD”, “AVM”, “AVU” and “AVS” correspond to the 
experimental results of introducing the meta-paths RDR, RMR, RUR, and 
RSR in Table 3 into the adjacency matrix respectively. The performance 
of the “AVD” is slightly reduced compared to the “AV” when the meta- 
path RDR is introduced. However, the performance of the “AVDMSU” is 
significantly improved compared to the “AVMSU” by incorporating the 
meta-path RDR. These experimental results indicate that job recom-
mendations should not solely rely on the degree-related information of 
early job seekers. Instead, a comprehensive assessment of their educa-
tional background and skill-related information is crucial for improving 
the accuracy of job recommendations. This figure allows us to observe 
the accuracy variations when different meta-paths are included in the 
adjacency matrix. It provides insights into the impact of incorporating 
various meta-paths on the performance of the IHGCN model in the job 
recommendation task. 

6. Conclusions 

In this paper, we addressed the problem of job recommendations for 
early jobseekers and proposed the IHGCN model as our solution. To 

Table 4 
Overall performance.   

Accuracy Precision Macro-F1 score AUC 

IHGCN 0.8591 0.9011 0.8218 0.8475 
NodeFormer 0.6237 0.2435 0.6322 0.5706 
GCN 0.7350 0.4905 0.5173 0.6911 
GAT 0.6644 0.6532 0.6189 0.6299 

DeepWalk 0.5426 0.1843 0.1929 0.5335 
Node2vec 0.6064 0.7669 0.6914 0.6696 
Line 0.3830 0.0645 0.0923 0.4960 
SDNE 0.3936 0.1407 0.1209 0.4949 
Struc2vec 0.4681 0.1964 0.1621 0.5288 

SVM 0.5745 0.5209 0.5401 0.5495 
KNN 0.5532 0.1829 0.1879 0.5345 
AB 0.5390 0.4683 0.5003 0.5382 
RF 0.5887 0.1951 0.2105 0.5553 
LR 0.6312 0.3206 0.2714 0.5829 
NBC 0.0922 0.0768 0.0974 0.5643  

Fig. 6. The confusion matrix for classification results.  
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facilitate this research, we developed a specialized labeling method 
tailored to early jobseekers’ resumes and invested over 500 h in manual 
labeling. After that, we constructed a heterogeneous resume graph 
where each node represents an early jobseeker’s resume. The connec-
tions between early jobseekers were established through an ensemble of 
the also-viewed attribute and several meta-paths. In our approach, we 
framed the job recommendation task as a multi-class node classification 

problem, leveraging the IHGCN model to capture the crucial aspects of 
education background and skill information. Notably, our proposed 
model effectively handles limited labeled documents, demonstrating its 
adaptability to practical scenarios. The experimental results confirm the 
superiority of our IHGCN model across all evaluation metrics when 
compared to the baseline models. In the future, we intend to explore the 
temporal nature of relevant attributes and incorporate additional data to 
further validate and enhance our model’s performance. 
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